Analysis of the performance of a particle velocity sensor between two cylindrical obstructions
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Abstract

The performance of an acoustic particle velocity sensor that is placed between two cylindrical objects has been analyzed both analytically and by means of finite volume simulations on fluid dynamics. The results are compared with acoustic experiments that show a large magnification of the output signal of the particle velocity sensor due to the mounting of the sensor between two cylinders. The influences of this construction consist of an attenuation of particle velocities at frequencies below a few Hz, whereas signals in the higher frequency range are amplified, up to approximately 3 times (10 dB) in a frequency range between 50 Hz and 1000 Hz. The theoretical analysis is based on the derivation of the stream function for the situation of two long cylinders immersed in an oscillating incompressible viscous fluid, at low Reynolds numbers. The results lead to an improved insight into the effects of viscosity and fluid flow that play a role in acoustic measurements and open the way for further optimization of the sensitivity of the sensor.

PACS number(s): 43.20.-f, 43.20.El, 43.20.Ye, 43.38.-p, 43.50.Fe. 43.58.-e
I. INTRODUCTION

This paper discusses a micro machined acoustic sensor based on a thermal measurement principle that measures particle velocity instead of sound pressure, the scalar quantity that is measured by conventional microphones\textsuperscript{1,2}. The sensor has been optimized for sound measurement purposes, and it has been applied to the measurement of one- and three-dimensional sound intensities\textsuperscript{3}, acoustic impedances\textsuperscript{3,4} and far field pressure\textsuperscript{5}. Other applications of the sensor such as an add-on microphone for professional recording purposes have also been shown\textsuperscript{6}. An important property of the particle velocity sensor, contrary to pressure gradient microphones, is its comparatively high sensitivity to low frequency sound waves; it can thus be used as well for the measurement of DC flows\textsuperscript{7}, and it can be applied as a mass flow sensor.

A thermal particle velocity sensor usually consists of two closely spaced (spacing about 100 $\mu$m) thin wires of silicon nitride, with an electrically conducting platinum pattern on top of them, as shown in Fig. 1. The dimensions of the two wires are $1500 \times 2 \times 0.3$ $\mu$m. The platinum layer on top of the silicon nitride is used as a heater and as a temperature sensor by using the temperature dependent resistance of the platinum. The wires are heated by an electrical current to an operation temperature between 300 °C and 400 °C. The particle velocity associated with the sound wave will modulate the temperature distribution around the resistors, which can be measured electronically due to the related change in resistance values.
In 2000, a theoretical description and a model for the behavior of the device were presented and an explicit analytical expression for the sensitivity was deduced. For measurement purposes, the particle velocity sensor is placed in a protective package: an approximately 7 cm long cylindrical probe of 13 mm diameter with two small cylinders of 5 mm diameter at its end, with the sensor in between (See Fig. 2 for a picture of the commercially available ‘PU’ probe and Figs. 3 b and c for a model representation). This packaging of the sensor improves its sensitivity considerably. In the case of our experimental device the sensitivity was increased by a factor of 3.2, or approximately 10 dB at 500 Hz. This observation raised the need for a detailed investigation of the effects of the two adjoining cylindrical objects of the package, in order to optimize the sensor performance further. In this paper, this investigation is achieved both by a theoretical description of the flow profile around two long cylinders and by a numerical analysis by means of finite-volume computational fluid dynamic simulations on this two cylinder geometry and on the specific probe package with its two small cylindrical tubes.

The phenomenon of oscillatory viscous flow around a long cylinder has been subject of investigation for many years, especially for high Reynolds numbers. One of the points of interest has been the time-independent streaming motion as a result of the interaction of the oscillatory viscous flow with a solid boundary. This induced steady streaming is generated by the non-linear Reynolds stresses in the unsteady boundary layer. For Reynolds numbers $Re \sim 10$ the steady streaming near an oscillating circular cylinder was studied by Carrière, while Andrade and Schlichting did experiments in the range $Re \sim 1000$. A theory in terms of expansions in the inner and outer regions around the
cylinder was proposed by Riley. Wang solved the problem of oscillatory viscous flows around a single cylinder, for a broad range of Reynolds and Strouhal numbers. Zapranov et al. analyzed the flow around two parallel cylinders with the plane of their axes both perpendicular and parallel to the flow, whereas they concentrated on the high Reynolds number range when steady streaming becomes important. Flow around two parallel cylinders placed one behind the other in the propagation of an acoustic sound wave was studied by Zhuk et al. Two parallel cylinders in an oscillatory flow have also been investigated numerically, but especially for relatively high Reynolds numbers (Re ~ 200).

In this paper however, we concentrate on the oscillatory flow due to a sound wave around two parallel cylinders in the range of low Reynolds numbers (Re ~ 1) since the typical velocities associated with sound waves are relatively small. The equations to be solved then become linear. We follow broadly the approach proposed by Zapryanov et al., but investigate especially the fluid flow for small particle velocities. The assumption that we shall make is that the characteristic dimensions of the problem (~ 15 mm) are much smaller than the acoustic wavelength, which is valid for frequencies much lower than 20 kHz. In this case the propagation of interactions in the gas can be regarded as instantaneous, which, together with the condition that the fluid velocity be small compared with that of sound, implies that the fluid can be described as incompressible.

II. THEORY

A. Introduction
For a description of the flow behavior around the sensor, the full Navier-Stokes equations for the three-dimensional geometry should be solved. For the complex geometry of the actual probe as shown in Fig. 2, an exact solution cannot be found. However, the two cylindrical obstructions of this package on both sides of the particle velocity sensor raise the need for an analysis of the acoustic flow profile around two parallel long cylinders, a problem that is actually two-dimensional. As will be shown below, the solution to this two-dimensional problem offers a quite adequate description of the more complicated probe geometry.

B. Assumptions and problem definition

To find the flow profile in and around the geometry of interest, we have to solve the equations of motion of a viscous fluid, the Navier Stokes equations. In their most general form, these equations are rarely solvable for complicated geometries. Therefore, several assumptions to simplify the problem and some approximations have to be made.

In the following approach the influence of the sensor between the two cylinders on the flow behavior will be neglected, and the fluid is considered as incompressible. In that case the problem consists of a viscous fluid of constant density $\rho$ and kinematic viscosity $\nu$ in which two separated parallel cylinders are immersed. At infinity, the fluid oscillates harmonically, perpendicular to the plane containing their axes, with a velocity $u_0 \cos \omega t$.

Two regions of interest are distinguished: a frequency range $\omega \ll \omega_c$, in which viscous effects will be seen to be dominant and the viscous boundary layers around the cylinders...
become large, and a region $\omega \gg \omega_c$, where the fluid behavior approaches that of an ideal gas.

To determine if the fluid in the case of propagating acoustic waves can be regarded as incompressible, we consider the conditions under which the assumption of incompressibility is justified. The fluid may be regarded as incompressible if $\Delta \rho / \rho \ll 1$. A necessary condition for this is that the fluid velocity be small compared with that of sound $v^2$:

$$v \ll c.$$  \hspace{1cm} (1.)

However, this condition is sufficient only in steady flow. In non-steady flow, a further condition must be fulfilled. If $\tau$ is a characteristic time over which the fluid velocity undergoes significant changes, then the second condition reads

$$\tau \gg l / c.$$  \hspace{1cm} (2.)

Condition (2.) means in fact that the time $l/c$ taken by a sound signal to traverse the distance $l$ must be small compared with the time $\tau$ during which the flow changes appreciably, so that the propagation of interactions in the gas may be regarded as instantaneous. The characteristic length $l$ of the problem is orders of magnitude smaller than the acoustic wave length.

Typical values for the magnitude of the particle velocity of sound waves are $v = 10^{-5} - 10^{-2} \text{ ms}^{-1}$. Taking $v = 2.5 \cdot 10^{-3} \text{ ms}^{-1}$ (≈94 dB sound level), $c = 350 \text{ ms}^{-1}$, $l = 5 \text{ mm}$, we see that for all frequencies well below 10 kHz, the conditions (1.) and (2.) are fulfilled, and one can describe the gas as incompressible.

In their most general form the Navier Stokes equations for an incompressible fluid then read
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\[
\frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla)\vec{v} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \vec{v}
\]

(3.)

with \(\vec{v}\) the (vectorial) velocity, \(p\) the pressure, \(\nu\) the kinematic viscosity and \(\rho\) the fluid density.

Besides, the continuity equation has to be obeyed:

\[
\frac{\partial \rho}{\partial t} + \rho \vec{v} \cdot \nabla = 0 .
\]

(4.)

Let us assume an infinite incompressible viscous fluid in which two parallel circular cylinders of radius \(R\) are immersed. The presence of the sensor itself and its high temperature are neglected as yet, later we will see the justification for this. The fluid oscillates in the direction perpendicular to the plane containing the axes of the cylinders with velocity \(u_0 \cos 2\pi ft\) at infinity where \(u_0\) is the magnitude of the particle velocity and \(f\) the frequency of the wave.

The problem is scaled using the dimensionless parameters

\[
\tau = \frac{\nu}{l^2} t, \quad \mu = \frac{2\pi f l^2}{\nu}
\]

(5.)

where \(l\) represents a characteristic length, for example the cylinder radius.

The Navier Stokes equations in the form (3.) are non-linear because of the second term on the left-hand side. This nonlinear problem has been analyzed by Zapryanov et al.\textsuperscript{16}. They used a perturbation theory in terms of asymptotic expansions in the inner and outer regions around the cylinders\textsuperscript{15,16}.

We can estimate the non-linear convection term \((\vec{v} \cdot \nabla)\vec{v}\) to be in the order of \(u_0^2 / l\), while the magnitude of the time dependent term can be approximated as \(\omega \cdot u_0\) and the viscous
term as $nu_0/l^2$. One sees that the non-linear term can be neglected compared with the other terms in the Navier-Stokes equations if

$$u_0 \ll \max\left\{\frac{v}{l}, 2\pi f l\right\}$$  \hspace{1cm} (6.)

For the current values in our problem, $u_0 \sim 2 \times 10^{-4}$ m/s, $l \sim 6 \times 10^{-3}$ m, and $v \sim 1.5 \times 10^{-5}$ m$^2$/s, corresponding to a Reynolds number of $Re \ll 1$. Taking as a lower limit for the frequency $1$ Hz, we see that $v/l \approx 3 \times 10^{-3}$ m/s and $2\pi f \cdot l \approx 4 \times 10^{-2}$ m/s so that condition (6.) is well fulfilled.

Further, we assume $\mu \gg 1$.

Taking the curl of both sides of Eq. (3.) and using the equation $\nabla \cdot \vec{v} = 0$, we get

$$\frac{\partial}{\partial \tau} \left( \nabla \times \vec{v} \right) + (\vec{v} \cdot \nabla) \nabla \times \vec{v} - (\nabla \times \vec{v} \cdot \nabla) \vec{v} = \frac{1}{\mu} \Delta (\nabla \times \vec{v})$$  \hspace{1cm} (7.)

The equations of motion, (3.), are often written in terms of the stream function $\Psi^{16,20}$, defined by

$$v_x = \frac{\partial \Psi}{\partial y}, \quad v_y = -\frac{\partial \Psi}{\partial x}$$  \hspace{1cm} (8.)

Neglecting now the nonlinear terms, one obtains with Eq. (7.) and (8.) the equation to be solved for the stream function

$$\frac{\partial}{\partial \tau} (\Delta \Psi) - \frac{1}{\mu} \Delta^2 \Psi = 0$$  \hspace{1cm} (9.)

C. Solution

The problem can be well described in a two-dimensional system of bipolar cylindrical coordinates $(\xi, \eta)$, defined by the transformations
where $x$ and $y$ are the usual Cartesian coordinates, $0 \leq \xi < 2\pi$ and $-\infty < \eta < \infty$. See Fig. 4. The value of the length parameter $a$ is in principle arbitrary, for convenience we have chosen it as yet to be $a = 1$. The two cylinders are therefore defined by $\eta = \eta_1 > 0$ and $\eta = \eta_2 < 0$, such that $R = a/|\sinh \eta_1| = a/|\sinh \eta_2|$ and we consider the symmetric case $\eta_1 = -\eta_2$. The fluid region is given by $\eta_2 < \eta < \eta_1$, $0 \leq \xi < 2\pi$, while $\eta = \xi = 0$ at infinity.

In this coordinate system, the stream function $\Psi$ is defined by

$$v_\xi = (\cosh \eta - \cos \xi) \frac{\partial \Psi}{\partial \eta}, \quad v_\eta = - (\cosh \eta - \cos \xi) \frac{\partial \Psi}{\partial \xi}$$

(11.)

The equation for the stream function,

$$\frac{\partial}{\partial \tau} (\Delta \Psi) - \frac{1}{\mu} \Delta^2 \Psi = 0$$

(12.)

is to be solved in the $(\xi, \eta)$ plane, with $\Delta$ the Laplacian operator in this coordinate system, i.e.

$$\Delta = (\cosh \eta - \cos \xi)^2 \left( \frac{\partial^2}{\partial \xi^2} + \frac{\partial^2}{\partial \eta^2} \right)$$

(13.)

If $\psi_1 - \psi_2$ is the (dimensionless) total flux between the two cylinders, the boundary conditions for $\Psi$ become

$$\Psi = \psi_i, \quad \frac{\partial \Psi}{\partial \eta} = 0 \text{ at } \eta = \eta_i \quad (i = 1, 2)$$

(14.)

$$\Psi = -\frac{\sinh \eta}{\cosh \eta - \cos \xi} e^{i\xi} \text{ at } \eta \to 0, \xi \to 0$$

(15.)
We assume an oscillatory flow with time dependence $e^{i\tau}, \tau = 2\pi ft$, and eliminate this time dependence in the equations by defining $\Psi = \overline{\Psi}(\xi, \eta, \tau)e^{i\tau}$. This results in

$$\frac{\partial}{\partial \tau}(\Delta \overline{\Psi}) + i\Delta \overline{\Psi} - \frac{1}{\mu} \Delta^2 \overline{\Psi} = 0$$

(16.)

For convenience, the bar on $\Psi$ is omitted from now on, and after neglecting the slow time dependence, the equation to be solved becomes

$$\Delta(\Delta \Psi - i\mu \Psi) = 0$$

(17.)

To do this, we divide the fluid region into separate regions: two thin boundary layers around both cylinders, and an intermediate region outside these layers. Besides, the problem is symmetric in the axis $\eta = 0$ (we consider the case $\eta_1 = \eta_2$), so we restrict ourselves to the region $\eta > 0$ (with only one cylinder and one boundary layer) and realize that the final stream function is an antisymmetric function in $\eta$.

In the region outside the boundary layer, we can neglect viscous effects and make use of the assumption that $\mu$ is large, so that the equation for the stream function to be solved reduces to the Laplace equation:

$$\Delta \Psi = 0$$

(18.)

including the boundary conditions (14.) and (15.).

With the following coordinate transformation to $p$ and $q$:

$$p = \frac{\xi + i\eta}{2}, \quad q = \frac{\xi - i\eta}{2}$$

(19.)

so that $(\cosh \eta - \cos \xi) = 2 \sin p \sin q$, the Laplace equation in $p,q$ coordinates reads

$$\sin^2 p \sin^2 q \frac{\partial^2}{\partial p \partial q} \Psi = 0$$

(20.)
we see that every function of the form \( \Psi(p,q) = f_1(p) + f_2(q) \) is a solution, where \( f_1 \) and \( f_2 \) are functions that depend only on \( p \) and only on \( q \) respectively. Since the boundary condition (15.) can be written as \( \Psi = -\frac{i}{2}(\cot p - \cot q) \) for \( p \to 0, q \to 0 \), the stream function

\[
\Psi = -\frac{i}{2} \left( \cot \frac{\xi + i\eta}{2} - \cot \frac{\xi - i\eta}{2} \right) = \frac{-\sinh \eta}{\cosh \eta - \cos \xi}
\]

obeys the Laplace equation, (18.), and condition (15.). To meet the other boundary condition, (14.), we add two functions \( f_1(p) \) and \( f_2(q) \), that have to be determined from the requirement:

\[
\Psi = \Psi_0 \text{ at } \eta = \eta_i, \tag{22.}
\]

with \( \Psi_0 \) a constant. Besides, \( \Psi \) is \( 2\pi \) periodic in \( \xi \).

Writing \( f_1 \) and \( f_2 \) in the form of expansions,

\[
f_1(\frac{\xi + i\eta}{2}) = \sum_{n=-\infty}^{\infty} a_n \exp(2in\frac{\xi + i\eta}{2})
\]

\[
f_2(\frac{\xi - i\eta}{2}) = \sum_{n=-\infty}^{\infty} b_n \exp(2in\frac{\xi - i\eta}{2})
\]

the sum of them, \( f_1(\frac{\xi + i\eta}{2}) + f_2(\frac{\xi - i\eta}{2}) \), can be written in the form

\[
\sum_{n=-\infty}^{\infty} \left( a_n e^{-n\eta} + b_n e^{n\eta} \right) e^{in\xi}
\]

(24.)

This infinite series should converge for all \( 0 \leq \eta \leq \eta_i, \ 0 \leq \xi \leq 2\pi \) and moreover, the final function has to be even in \( \xi \). These requirements lead to the following expression for the series

\[
f_1(\frac{\xi + i\eta}{2}) + f_2(\frac{\xi - i\eta}{2}) = A_0 + \sum_{n=0}^{\infty} A_n e^{n\eta} \cos n\xi
\]

(25.)
where the coefficients $A_n$ follow from the boundary conditions at $\eta = \eta_1$:

$$A_n = \frac{\exp(-n \eta_1)}{\pi} \int_{-\infty}^{\infty} \sinh \eta \frac{\sinh \eta}{\cosh \eta - \cos \xi} \cos n \xi d\xi \quad (26.)$$

The coefficients $A_n$, as expressed by eq. (26.) can be calculated explicitly\(^{21}\) and become finally very simple:

$$A_n = 2 \exp(-2n \eta_1) \quad (27.)$$

We thus find for the total stream function (that is defined up to an arbitrary constant) in the region outside the boundary layers:

$$\Psi(\xi, \eta) = \left( -\frac{\sinh \eta}{\cosh \eta - \cos \xi} + \sum_{n=1}^{\infty} A_n \exp(n \eta) \cos n \xi \right) \exp(i \tau) \quad (28.)$$

with $A_n$ as defined in (27.).

With this expression for $A_n$ the sum in Eq. (28.) can be calculated straightforward and the stream function in the region outside the boundary layers becomes

$$\Psi(\xi, \eta) = \left( \frac{\exp(\eta - 2\eta_1 + i \xi)}{1 - \exp(\eta - 2\eta_1 + i \xi)} + \frac{\exp(\eta - 2\eta_1 - i \xi)}{1 - \exp(\eta - 2\eta_1 - i \xi)} - \frac{\sinh \eta}{\cosh \eta - \cos \xi} \right) \exp(i \tau) \quad (29.)$$

Using the inverse transformation of (10.), this can be written in Cartesian coordinates as

$$\Psi(x, y) = 2 \Re \left( \frac{y + i(x + a)}{y(\exp(2\eta_1) - 1) + i(x(\exp(2\eta_1) - 1) - a(\exp(2\eta_1) + 1))} \right) - x \exp(i \tau) \quad (30.)$$

In the boundary layer adjacent to the right cylinder, equation (17.) is solved by finding the solution of

$$\Delta \Psi_b - i \mu \Psi_b = 0 \quad (31.)$$

with $\Psi_b$ the stream function in this region and $\mu$ large but finite.

One can now introduce the scaled variable $\zeta$ in this region:

$$\zeta = (\eta_1 - \eta) \sqrt{\mu} \quad (32.)$$
The boundary layer extends from $\zeta = 0$ to $\zeta = 1$.

Since in this boundary layer $\eta$ does not change significantly, and because the $\zeta$-derivatives of $\Psi$ are small compared with the $\eta$-derivatives, the equation to be solved becomes

$$\frac{\partial^2 \Psi_b}{\partial \zeta^2} - i(\cosh \eta_1 - \cos \zeta)^2 \frac{\partial^4 \Psi_b}{\partial \zeta^4} = 0$$

(33.)

which has the solution

$$\Psi_b(\xi, \zeta) = C_1 \exp(\sqrt{i}(\cosh \eta_1 - \cos \zeta)\zeta) + C_2 \exp(-\sqrt{i}(\cosh \eta_1 - \cos \zeta)\zeta) + C_3\zeta + C_4.$$  

(34.)

The coefficients $C_1$, $C_2$ and $C_3$ are to be determined from the requirements for $\Psi_b$ that

$$\Psi_b = \psi_1, \quad \frac{\partial \Psi_b}{\partial \zeta} = 0 \quad \text{at } \zeta = 0 \quad (\eta = \eta_1)$$

(35.)

$$\frac{\partial \Psi_b}{\partial \zeta} \frac{d\zeta}{d\eta} = \frac{\partial \Psi}{\partial \eta} \quad \text{at } \zeta = 1 \quad (\eta = \eta_1 + 1/\sqrt{\mu})$$

(36.)

and, since the velocity $v_\xi$ should also be continuous,

$$M^2 \frac{\partial^2 \Psi_b}{\partial \zeta^2} = \frac{\partial^2 \Psi}{\partial \eta^2} \quad \text{at } \zeta = 1 \quad (\eta = \eta_1 + 1/\sqrt{\mu})$$

(37.)

Explicit expressions for the coefficients $C_4(\xi, \eta_1), C_2(\xi, \eta_1)$ and $C_3(\xi, \eta_1)$ follow from a straightforward calculation from equations (35.), (36.) and (37.) but are not shown here for brevity. For a specific value of $\eta_1$ the result of Eq. (34) with these values of the coefficients is plotted in Fig. 6.

**D. Discussion**
The fluid region around the two cylinders has been divided in three regions: the two boundary layers adjacent to the cylinders, of thickness $\delta \sim R \mu^{1/2}$, and a region in between. The Navier Stokes equations are solved in terms of a stream function $\Psi$. In the boundary regions the streamfunction $\Psi_b$ is governed by the parameter $\mu$, and this solution is matched to the function $\Psi$ in the intermediate region.

In Fig. 5, the stream function according to eq. (29.) is visualized in the $x$-$y$ plane, for the half-infinite region $x > 0$ and a cylinder radius $R = \sinh \eta_1 (a = \eta_1 = 1)$. Contour lines of $\Psi$ form the streamlines of the flow.

Since the reduced frequency parameter $\mu = 2\pi fl^2/\nu$ is proportional to frequency $f$, the situation $\mu \to \infty$ describes the non-viscous fluid limit, and the equation to be solved becomes the Laplace equation, eq. (18.). The ideal case of one infinitely long cylinder of radius $R$ in an incompressible non-viscous ideal fluid with a velocity $u_0 e^{i2\pi f t}$ at infinity is relatively easily solved in radial coordinates, see e.g. Landau\textsuperscript{20}. As is also the case in our situation, this problem is two-dimensional and it can be solved in terms of a potential function $\Phi$ and stream function $\Psi$ ($\Phi$ and $\Psi$ are the real and imaginary part of the complex potential $w$, respectively). One then finds for the potential $\Phi$ and the velocity $\vec{v}$ of one cylinder immersed in a non-viscous fluid

$$
\Phi = \frac{R^2}{r} \vec{u}_0 \cdot \vec{n} + \vec{u}_0 \cdot \vec{r}; \quad \vec{v} = \vec{u} - \frac{R^2}{r^2} (2\vec{n}(\vec{u}_0 \cdot \vec{n}) - \vec{u}_0)
$$

(38.)

with $\vec{n}$ a unit vector in the direction of $\vec{r}$ and with the origin as the centre of the cylinder. We recognize in this expression the contribution of the uniform flow (the term $\vec{u}_0 \cdot \vec{r}$ in the expression for $\Phi$), and a ‘doublet flow’\textsuperscript{22} or ‘dipole’ solution (the term $\vec{u}_0 \cdot \vec{n} / r$).
In the two-dimensional problem of fluid flow around two circle-cylinders, the situation becomes more complicated, but the fluid flow can still be approximated by a composition of elementary plane flows. A suitable, equivalent, approach is to write a proper superposition of uniform and dipole solutions. As mentioned, the potential flow about a single cylinder in a uniform flow field is composed of the basic expressions for a parallel flow and for a dipole of given strength. To describe the non-viscous flow around multiple circular cylinders, the so-called method of images of Milne-Thomson for circle-cylinders can be utilized. With this method the boundary condition on the surface of the circle-cylinders can be satisfied to an arbitrary order of approximation. Returning now to our solution, we can also recognize in eq. (30) these components. Obviously, the term $-x$ represents the uniform flow. Investigating the second term of this expression in the limit for large $z = x + iy$, we can see that it behaves as a sum of dipole solutions.

In the other limit, when the frequency parameter $\mu \to 1$, viscous effects will dominate. The presented matching solutions approach remains valid as long as $\mu$ is large, so that the boundary layer $\delta \sim R\mu^{1/2}$ is small compared to the other dimensions, the cylinder radius and the mutual cylinder distance $d$. If $\delta$ becomes of the order of $d$, the boundary layer extends over all spacing between the cylinders of the probe and the used method does not apply. In that case, the two cylinders reduce to one object for acoustic waves imposed on the probe.

### E. Consequences of the model
From the obtained expression for the stream function in the boundary layer and in the intermediate region, Eqs. (29.) and (34.), the velocity $v_y$ can be calculated. We are particularly interested in its value along the line $y = 0$.

This velocity, both in the intermediate region and in the thin boundary layers, is depicted in Fig. 6. It was calculated for the two cylinder geometry with a radius $R_0 = 2.47$ mm and a spacing of $d_0 = 1.56$ mm, and two values of the parameter $\mu$, corresponding to $f = 2.5$ Hz and $f = 4$ Hz. For even lower frequencies, the boundary layer thickness is in the order of the mutual cylinder spacing and the approach leading to Eq. (34) is no longer valid. Let us now focus on the magnitude of the $y$-velocity at the location of the particle velocity sensor, i.e. at the point $(x,y) = (0,0)$. In particular we will investigate the velocity in relation to the ratio of the cylinder radius and the spacing between the cylinders. With the coordinate transformation of Eq. (10) the mutual distance $d$ between the cylinders, see Fig. 4, can be expressed as (with $a = 1$):

$$d = \frac{2 \sinh \eta_1}{\cosh \eta_1 + 1}$$  \hspace{1cm} (39.)

while the cylinder radius was $R = 1/\sinh \eta_1$. The ratio $R/d$ is therefore

$$\frac{R}{d} = \frac{1}{2(\cosh \eta_1 - 1)}$$  \hspace{1cm} (40.)

From Eq. (29.) and applying Eq. (11.) we can determine the velocity $v_y$ at $(x,y) = (0,0)$, where $(\xi, \eta) = (\pi, 0)$. In Fig. 7 the dependence of $v_y(0,0)$ on the ratio $R/d$ according to Eq. (29.) is plotted. Also shown are numerical results from simulations on the real geometry of the probe with varying $R/d$, as will be discussed in more detail in section III, rescaled to a constant value of the normalized frequency parameter $\mu$ to take into account the
boundary layer effects. The value of this parameter, defined as \( \mu = \frac{2\pi l^2}{\nu} \), where for the characteristic dimension \( l \) was chosen the mutual cylinder distance \( d \), was kept at a constant value of \( \mu = 10 \). It must be mentioned that the theoretical curve is only valid as long as the probe dimensions, \( d \) and \( R \), remain small with respect to the acoustic wavelength: \( R, d \ll \lambda \).

In Fig. 8 the velocity is depicted as a function of frequency. The graph shows the dependence of the velocity on the normalized frequency parameter \( \mu \) (upper axis) as well, indicating that the theory yields a characteristic frequency of about \( \mu_c = 4 \). For \( \mu > \mu_c \), the magnification remains almost constant.

The fact that high frequencies are amplified by a factor that does not depend much on frequency in the frequency range of our main interest, 50 to 1000 Hz, and that low frequency signals are attenuated due to the viscous effects, is of great importance for measurement applications. Low frequency signals, ubiquitous for this sensor\(^{24}\), should be suppressed while signals above a certain frequency are to be amplified. The package thus significantly contributes to the low-frequency roll off below about 10 Hz, which can be realized electronically also (actually most commercial probes have such an electronic high-pass filter).

III. COMPUTATIONAL FLUID DYNAMICS

A. The setup

To verify the validity of the theoretical analysis and the correctness of the used assumptions, we performed numerical simulations on two parallel cylinders immersed in a
compressible flow, with the small particle velocity sensor in between, at a sensor temperature of 700 K.

For the numerical calculations on these structure we used CFDRC, a commercially available software program for fluid dynamical simulations\textsuperscript{25,26}. The software provides a variety of tools for the simulation and analysis of fluid flow. In our approach for the numerical simulation of the fluid behavior around the sensor, three successive steps are to be distinguished. Firstly, the volume of interest (the solution space) was divided into discrete control volumes or cells. Secondly, the boundary conditions, the initial conditions and the equations to be solved at each cell were defined, as well as the numerical technique to solve the equations. And finally, after the solution, we extracted the needed information from the large amount of data generated in the solution process.

The solution space was defined as a system of two infinitely long cylinders of $R_0 = 2.47$ mm diameter at an ambient temperature of 300 K, with a small rectangular element of $0.2 \times 0.2 \times 2$ mm, representing a heated particle velocity sensor, of a fixed temperature of 700 K in between. The infiniteness of the cylinders was realized by imposing periodic boundary conditions on the flow. The fluid space around the probe was meshed using a structured grid of tetrahedral and prismatic volume elements. The number of cells amounted to about 50,000; in the middle, around the sensor, the cells were made very dense. See Fig. 3a.

Additionally, a solution space was defined with respect to the commercially available ‘PU’ probe as shown in Fig. 2, the probe that was one of the motivations for this numerical analysis. This geometry consisted of a cylinder of approximately 8 centimetre radius and 15 centimetre height, in which the probe was positioned. This solution space
comprised about 70,000 cells, with a dense grid in the middle around the sensor. See Fig. 3b.

As a boundary condition, a plane propagating wave was imposed on the boundary of the large outer cylinder. This wave was described by a varying fluid particle velocity of magnitude $u_0$ and frequency $f$: $u(y, t) = u_0 \cos(2\pi ft - ky)$, with $k$ the wave number in the propagation direction $y$. The Navier Stokes equations were solved at each fluid space element, together with the no-slip boundary condition on the probe surface and the assumption of a fully adiabatic process. The calculations were performed with a convergence criterion of $10^{-4}$, using the SIMPLEC solution method, coupled with the ideal gas law.

Besides, a constant ambient temperature and constant dynamic viscosity of respectively $T = 300$ K and $\nu = 1.5895 \cdot 10^{-5}$ m$^2$/s were assumed, an equilibrium fluid density of $\rho = 1.1614$ kg/m$^3$, and an equilibrium pressure of $p_0 = 1.0 \cdot 10^5$ Pa in the fluid around the probe. It must be mentioned that both the presence of the particle velocity sensor and the temperature effects of this sensor, that causes a local temperature increase of the fluid due to the heated wires, have not been taken into account in the simulations on the probe geometry as depicted in Fig. 3b. It was shown before$^{8,10}$ that the temperature effect of the wires is very localized since the temperature decreases to ambient values over a distance in the order of 100 $\mu$m. It is therefore presumable that this will only slightly influence the fluid flow around the heaters. As will be described in the next section, comparative simulations on the two infinite cylinders geometry show this assumption to be reasonable.

B. Simulation results
In the different simulations, the frequency $f$ was varied between 0 and 10 kHz, and the magnitude $u_0$ was chosen as $3 \cdot 10^{-5} < u_0 < 1 \cdot 10^{-2}$ m/s (these values correspond in free space to sound levels of respectively 56 and 106 dB). Each simulation result provided the magnitude and phase of the particle velocity and the pressure at each point in space, such that the streamline pattern in the fluid could also be investigated. It was observed in the simulations that for the region of interest, $3 \cdot 10^{-5} < u_0 < 1 \cdot 10^{-2}$ m/s, all dynamics were linear in $u_0$, i.e. an increase of the amplitude of the imposed acoustic wave led to an equal increase of the velocities and pressures at all points in space.

For the two infinite cylinders geometry, we investigated first the influence of the presence of the small rectangular obstacle and of its temperature on the flow profile and on the magnitude of the particle velocity in between the cylinders.

The spacing between the cylinders was equal to 1.1 mm. This spacing $d$ corresponds to the effective distance between the cylinders of the commercial probe, which is the mutual cylinder spacing of 1.56 mm minus the thickness of the thin strip (a printed circuit board) on which the sensor is mounted (see Fig. 2).

When the temperature of the rectangular element was set to be $T = 700$ K, a magnification of the particle velocity between the cylinders (with respect to the applied particle velocity $u_0$ of the incident sound wave) of $3.6 \pm 0.1$ was found; when its temperature was the same as the ambient temperature, $T = 300$ K, the amplification was $3.4 \pm 0.1$. Apparently, the higher temperature results in only a slight increase of the particle velocity. The rectangular element itself had, taking into account the numerical error of the calculations, only a small influence on the magnitude of the particle velocity at the central point.
between the cylinders (3.5 ± 0.1 and 3.4 ± 0.1 for the situations with and without the element, respectively).

Next, the dimensions of the cylinders were varied. Keeping the mutual cylinder spacing $d$ at a constant value of 1.1 mm, the cylinder radius $R$ was varied in small steps from 1.1 mm to 12 mm. The same radii were also investigated at a mutual spacing of $d = 2.2$ mm. The result of this, the magnification, i.e. the normalized particle velocity in between the cylinders, as a function of $R/d$ is shown in Fig. 9. Also shown are the theoretical dependence on the ratio $R/d$, and measurement results described in section IV.

The above mentioned results show that both the effect of the sensor temperature and the effect of the presence of a small obstacle in the flow are relatively small. The following simulations, on the factual probe of specific interest, were therefore performed at constant temperature and without a representation of the sensor element, which reduced considerably the duration of the computations.

With respect to this specific geometry, we defined a number of points located in and around the probe to consider in particular. Point A is located in between the two small cylinders (where the sensor is placed in reality, but not in the simulation), point B is at a distance of 8 cm in front of the probe (on the outer boundary where the acoustic wave is imposed), C is located at 6.5 mm left from the center, and D was defined at 3 cm above A to investigate the phase behavior of the wave. See Fig. 3b.

When the frequency rises, the particle velocity (normalized to the value $u_0$ of the imposed wave) increases at both point A and C, as shown in Fig. 10. One sees that, especially at A, a large amplification of the particle velocity is attained. This magnification approaches a value of about 3.3 at a frequency of 50 Hz. For frequencies below 1 Hz, however, the
normalized particle velocity at A is smaller than 1, and decreases to 0.2 at 0.5 Hz. The same tendency is observed at C, a representative point for the region just next to the probe. The normalized signal increases from 0.3 at 0.5 Hz up to 1.7 at 10 Hz and remains almost constant above 100 Hz. With the perceived frequency behavior it seems natural to define a characteristic frequency to characterize the properties of this probe. Noting that at approximately \( f = 1.5 \) Hz both points A and C have a velocity amplification of 1, a reasonable choice seems to define this characteristic frequency of about \( f_c = 1.5 \) Hz, so that for frequencies below \( f_c \), the (scaled) particle velocity amplitudes at A and C are lower than one, whereas for \( f > f_c \), they increase.

The time dependence of the particle velocities at the points of most interest, A, C and D was analyzed in order to determine the local phase shift due to the presence of the probe (the difference between the phase of those points and the phase of those points if there were no probe at all, i.e. if the wave propagated in free space). Fig. 11 shows this phase shift \( \theta \) of A, C, and D, defined as \( \theta = \phi_A - \phi_A \text{, without any probe} \). For high frequencies, \( \theta_A \) and \( \theta_C \) approach 0, while \( \theta_D \) is, within the error margins, almost frequency independent and constant at \(-0.1 \pm 0.1\) rad. The curves in this figure are polynomial fits on the logarithmic frequency scale and are only depicted to show the trends of the curves.

In section II it was mentioned the problem can be made non-dimensional by scaling to a dimensionless frequency \( \mu \),

\[
\mu = \frac{2\pi l^2}{\nu} \quad (41.)
\]

where \( l \) is a characteristic length of the geometry, for which we take the radius of the two small cylinders, and \( \nu \) the kinematic viscosity of the fluid. In the original situation of the
specific probe in air, we have $\nu_0 = 1.5895 \cdot 10^{-5}$ m$^2$/s and $l = R_0 = 2.47$ mm. Simulations were performed for different viscosities, varying in an extended range of $0 < \nu < 10\nu_0$, the case $\nu_0 = 0$ corresponding to a completely non-viscous gas. The probe itself was also scaled (with all dimensions scaling proportionally to $l$) in the range $R_0/2 < l < 10R_0$. It was found that, indeed, the relevant independent parameter for the problem is the scaled frequency $\mu$. Further we verified that the simulated velocity values at all points in space were linear in $u_0$, the magnitude of the incoming sound wave, for values $u_0 < 10^{-2}$ m/s. The dependence of the particle velocity at the different points as a function of the dimensionless parameter $\mu$ is seen in Fig. 10. The velocity has been normalized by dividing through the velocity amplitude $u_0$ of the incoming wave at the boundary.

According to Fig. 10 it was noted that two different frequency regimes can be distinguished in which the flow profile is essentially different. For frequencies well below 1.5 Hz, the signal at A is strongly attenuated. Since the boundary layer thickness $\delta$ is in the order of $\delta \sim \sqrt{\nu/2\pi f}$, one finds that at 1 Hz, this layer is approximately equal to the mutual cylinder spacing. Therefore, point A is then situated in a large viscous boundary layer that extends over all space between the two cylinders. For frequencies much higher than 1.5 Hz, viscous effects become less and less important, the boundary layer thickness decreases and the gas flows at A with increased particle velocity. Fig. 12 is a visualization of this phenomenon that the particle velocity between the cylinders is attenuated for low frequencies and amplified for higher frequencies. For low frequencies ($f \sim 1$ Hz) the fluid tends to flow around the probe as a whole while the velocity in the boundary layer is low, as is seen in Fig. 12a. This effect disappears for high frequencies.
The two different regimes can be distinguished also in terms of a characteristic value of the parameter $\mu$, giving $\mu < \mu_c$ and $\mu > \mu_c$ with $\mu_c \approx 3.5$.

Next, we analyzed the dependence of the velocity amplification at A for high frequencies on the probe geometry. The dimensions of the two cylinders and their mutual distance were varied, with the mutual spacing between the cylinders $d$ varying in the range $d_0/10 < d < 3d_0$ and the cylinder radius $R$ changing from $R_0/2 < R < 10R_0$. The value $R_0$, the cylinder radius of the actual probe, was equal to 2.47 mm; for $d_0$ we took the effective gap distance between the cylinders, $d_0 = 1.1$ mm, corresponding to the mutual cylinder spacing minus the thickness of the strip the sensor is mounted on. Fig. 13 shows this dependence of the normalized velocity at the central point between the cylinders, A, as a function of $R/d$, at a frequency of 10 Hz.

IV. EXPERIMENTAL WORK

To determine the effects of two cylindrical pillars on the output signal of the particle velocity sensor, a setup was realized to compare two identical particle velocity sensors. One sensor had no adjacent cylinders and was used as a reference, while the other sensor was placed between two small cylindrical pillars of varying diameter. The setup consisted of two moveable pillars of 5 cm heigh and diameters of 20 mm and 30 mm, allowing for a variation of the mutual pillar distance $d$. A second separate particle velocity sensor without adjacent cylinders was used as a reference sensor and placed at a relatively large distance, about 10 cm, from the pillars. A photograph of the measurement setup is shown in Fig. 14 a. The sound signal was generated by a loudspeaker acting as a point source that was placed at a distance of 0.5 m from the setup. The distance between the reference
sensor and the cylinders pair should be as large as possible to avoid effects of this construction on the output signal like acoustic reflections. On the other hand, the sound field due to the sound source must be as similar as possible for both sensors. An acceptable compromise between these requirements was found at a distance between the sensors of 10 cm.

We performed a reference measurement without the two pillars mounted to determine the transfer function between the particle velocity sensor of investigation and the reference sensor. This transfer function had a value close to 10 in a frequency range of 100 Hz to 1.5 kHz, indicating that in this frequency band no irregular effects occur. By varying the distance $d$ between the pillars and the radius $R$ of the pillars, the transfer function, i.e. the ratio of the output signal of the sensor and the reference sensor, was determined for a wide range of $R/d$ values. The division by the reference measurement permitted to eliminate any differences in the responses of the sensors so that merely the effects of the cylindrical obstructions were measured. Results of these measurements, in a frequency range of $100 < f < 1500$ Hz, are plotted in Fig. 14b.

For the low-frequency response use was made of a ‘shaker’ setup, providing a white noise excitation from 10 to 500 Hz. The movement of the sensor due to the shaker setup is assumed to yield a sensor output analogous to that due to a particle velocity of a sound wave. Similar as described above, the cylinders pair with the central sensor, and a reference sensor, were mounted on the shaker and the transfer function was determined for varying $R/d$ ratios. Not only the mutual distance $d$ was varied, also different cylinder dimensions ($R = 10$ mm and $R = 15$ mm) were investigated for this purpose. Although
this experiment produced useful data for frequencies up to 500 Hz, the results for frequencies between 10 Hz and 150 Hz were used.

The results for different frequencies were already shown in Fig. 9. As one can see in this figure, for the frequencies \( f = 50 \text{ Hz} \) and \( f = 100 \text{ Hz} \), the experimentally determined velocities lie somewhat below the simulation and theoretic results for ratios \( R/d \) around approximately 3. A possible explanation may be found in the fact that at relatively large cylinder spacings, the horizontal and vertical dimensions of the total object (two cylinders and their gap in between) are in the same order of magnitude: the height \( h \) is not large anymore with respect to the other dimensions. This may lead to a flow over the structure as a whole, the gas tends to stream over what is perceived as a single obstacle. This may result in a decrease of the measured velocity at the sensor location.

For the current probe geometry of Fig. 2, \( i.e. \) the two sensor wires in between two cylinders of 4.94 mm diameter and an effective gap of 1.1 mm, yielding \( R/d = 2.2 \), the amplification (this is the ratio of the output signal with / without probe package) was found to be 3.2 at 500 Hz. It must be noted that the precise value of this amplification is strongly dependent on the specific mounting of the particular probe under investigation.

Figure 14 b illustrates the measurement results of the shaker setup, using pillars with a radius of \( R = 15 \text{ mm} \), and the measurements by means of the loudspeaker together, as a function of frequency with \( R/d \) as a parameter. In the overlapping frequency range \( 85 < f < 100 \text{ Hz} \) the shaker and the loudspeaker results are plotted conjointly. The shaker measurements as they are depicted in Fig. 14 b were scaled by a factor of 1.35 to correspond optimally to those of the loudspeaker. This division by 1.35 (the same factor for all shaker measurements) was required to match the two measurement series in the
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adjoining frequency ranges: ideally this scale factor is unity. Although the emergence of a difference between the shaker generated signal and that of the loudspeaker is not fully unexpected, the origin of this scale factor is not completely understood yet and an important point of further investigation.

The dip at a frequency of about 70 Hz is attributed to a mechanical resonance of the shaker setup; it shows a frequency shift if the shaking platform is placed vertically instead of horizontally. For frequencies above 50 Hz the amplification is nearly independent of frequency for $R/d$ ratios up to 12. At $R/d = 12$ the low frequency “cut off” effect is manifest: a cut off frequency of approximately 50 Hz is observed. With $f = 50$ Hz and $l \approx 0.5$ mm, we find then for the dimensionless characteristic frequency, $\mu_c = 2 \pi l^2 / \nu \approx 5$, which is close to the theoretical value of $\mu_c \approx 4$.

V. CONCLUSIONS

We have analyzed the effects of two cylindrical objects adjacent to an acoustic sensor on the velocity profile around the sensor. This was done by a theoretical analysis on two parallel infinite cylinders, together with numerical simulations on the geometry. The theoretical two dimensional analysis provided an analytical expression for the stream function around the cylinders. The supplemental computational simulations showed that both the presence of the small particle velocity sensor between the two cylinders and its high local temperature have only a small effect on the flow profile in and around the cylinders and on the particle velocity near the sensor. A large magnification of the
particle velocity in between the cylinders for frequencies above 4 Hz was found in these simulations.

As a specific example of the two cylinder geometry, a commercially available probe was investigated experimentally and by means of a computational analysis on this geometry. The magnification in this probe was found to increase up to approximately 3 in a frequency range from 50 up to 1000 Hz, being 3.2 at 500 Hz.
Although in these simulations the geometry differed from the ideal two-dimensional case of two cylinders, both the theory and the simulations on two cylinders are seen to give an adequate description for the fluid flow in the package of the probe. Therefore, with the two-dimensional model the so-called ‘package gain’ at high frequencies can be described. For low frequencies, viscous effects dominate and signals are attenuated. This is important for acoustic measurement applications, in which low frequency signals should be suppressed and higher frequencies be amplified. In this respect one can define a characteristic value $\mu_c$, of the dimensionless frequency $\mu = 2\pi f l^2/\nu$, below which frequency acoustic signals are attenuated and above which they are amplified. Experimental results show an estimated value of $\mu_c \approx 5$, theory yields $\mu_c \approx 4$ where simulations give $\mu_c \approx 3.5$; a satisfactory agreement.

We found a relatively good correspondence between simulations, theory and experiments. The two-dimensional analysis has provided a better understanding of the gas flow for low Reynolds numbers around parallel cylinders and since it is seen to be partly applicable for the specific probe too it opens the way, together with the numerical simulations, for further optimization of the probe geometry.
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Figure captions

FIG. 1. SEM photograph of a two-wire type particle velocity sensor.

FIG. 2. The commercially available ‘PU-probe’, with the particle velocity sensor packaged in between the two cylinders.

FIG. 3a. The solution space for numerical calculations on two long cylinders with a small rectangular obstacle at fixed temperature in between. The geometry consists of 50 thousand cells.

FIG. 3b. A grid containing about 70 thousand cells is defined to model the probe geometry, very dense structured at the place of interest (the centre). Four points in space were defined in particular: point A: in between the two cylinders, B: at large distance in front of the probe, C: left from the probe, 6.5 mm from the centre, D: at 3 cm above A.

FIG. 3c. Simulation result visualizing both the instantaneous streamlines (defined at a particular time \( t = t_0 \)) and a contour plot of the particle velocity \( v_0 = 1 \) mm/s; \( f = 1 \) Hz.

FIG. 4. Representation of the used coordinate system.

FIG. 5. Stream function \( \Psi \) as calculated from Eq. (29). Contour lines of \( \Psi \) form the streamlines in the flow.

FIG. 6. Velocity \( v_y \) (normalized to \( u_0 \)) along the line \( y = 0 \), for the two cylinder geometry with \( R = 2.47 \) mm and \( d = 1.56 \) mm, at \( f = 2.5 \) Hz and \( f = 4 \) Hz, according to Eqs. (29.) and (34.)

FIG. 7. Normalized velocity \( v_y \) at the central point \((x,y) = (0, 0)\) as a function of the ratio \( R/d \), according to theory and numerical simulations on the probe geometry with \( \mu = 10 \).

FIG. 8. Dependence of \( v_y \) on frequency, at the point where the sensor is located between the cylinders, \((x,y) = (500 \mu m, 0)\). Calculated according to Eqs. (29.) and (34.)

FIG. 9. Particle velocity \( v_y \) at the point in the center between the two cylinders \((x, y) = (0, 0)\), normalized by the imposed particle velocity at infinity, measured at different frequencies, with the sensor between two cylindrical objects. For comparison, the results of the computational analysis are shown, both on the commercial probe and on two infinite cylinders. For an air viscosity of \( \nu = 1.5895 \times 10^{-5} \) m\(^2\)/s, the theoretical curve following from Eq. (30) is also depicted, represented by the drawn line. The
experimental results at 50 Hz were obtained by means of the shaker setup and therefore had to be scaled by a factor of 1.35 as described in section IV; for 100 Hz and 500 Hz the loudspeaker was used. Different cylinder radii ($R = 10$ mm and $R = 15$ mm) were investigated.

FIG. 10. Amplitude of the particle velocity at different points in and around the probe, normalized to the magnitude $u_0$ of the incoming wave.

The upper horizontal axis shows the dimensionless frequency $\mu = \frac{2\pi f l^2}{\nu}$.

FIG. 11. Phase shift of the signals at the points A, C, and D with respect to the phase at these points due to the imposed wave when there is no probe (i.e. the phase shift of A, C, and D due to the presence of the probe), as a function of frequency and $\mu$. The lines are polynomial fits only to show the trends of the curves, they are not based on a model.

FIG. 12a. Contour plot of the particle velocity in a horizontal plane, for $f = 0$ Hz ($v_0 = 1$ mm/s).

FIG. 12b. As Fig. 12a, for $f = 10$ Hz ($v_0 = 1$ mm/s).

FIG. 13. Normalized particle velocity $v$ at point A, as a function of $R/d$, according to the computational analysis, with $f = 10$ Hz and $\nu = 1.5895 \cdot 10^{-5}$ m$^2$/s.

FIG. 14a. Photograph of the experimental setup, showing the particle velocity sensor between the two small cylinders and the reference sensor, mounted on a tripod. The inset shows the two cylinders mounted on the shaker platform.

FIG. 14b. Normalized velocity $v_y$ in the center between the two cylinders (at $(x, y) = (0, 0)$), as a function of frequency, with the ratio $R/d$ as a parameter. For frequencies below 100 Hz, the measurements were performed by means of the ‘shaker’ setup (with $R = 15$ mm); for the higher frequencies a loudspeaker was used. Both sets of measurements are depicted by different symbols. The ‘shaker’ measurements were all scaled by a factor of 1.35 to match optimally with the loudspeaker results for the higher frequencies.
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