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Chapter 1

Introduction

In this introductory chapter the challenges and significance of detection and monitoring of wear online in tribological research as well as industrial applications are presented, followed by the motivation, scope and objectives of the current research. In the end, the outline of the thesis is given.
1.1 Introduction

Wear is a type of surface damage that arises from the relative motion between interacting solid surfaces. It is a dynamic and complex process which incorporates surface and material properties, operating conditions, stresses, lubricants and geometry [6]. Wear plays an important role in determining life span of products or machine elements, and is one of the main causes of service, maintenance or finally replacement in their every aspect of life.

With the existing knowledge of materials science and mechanical tools (finite elements techniques) engineers are able to predict the functional behavior of a component of a product or process with respect to strength, fatigue etc. with reasonable accuracy. However, the lifetime of a component depends on wear. Wear is difficult to measure for its dynamic and complex nature.

Detection and monitoring of wear are rather important in tribological research as well as in industrial applications. Some typical examples are: measurement of dynamics of wear processes, engineering surface inspection, coating failure detection, tool wear monitoring and so on. With wide and extensive use of wear-resistant materials, wear itself is becoming smaller and smaller, in some precision application, for instance, down to nanometer scale. Accordingly new techniques, methodologies, and instruments for detecting or monitoring of micro-wear are increasingly demanded. Due to dynamics and complex nature of a wear process, measurement of wear is usually conducted offline [1, 23, 57, 58, 79, 3, 82, 12, 35], i.e. during measurement the wear process needs to be interrupted and the specimen to be removed from the tester periodically to measure the evolution of wear as a function of time, number of cycles, or sliding distance. As an example, Fig. 1.1 shows some experimental results obtained from offline measurements, where wear volume of removed materials has a linear relationship with sliding distance. Tasan [83] developed a semi-online system to generate and measure dry sliding or rolling micro-wear in which wear is produced and measured without removing the specimen from the test rig. However, the wear process has to be stopped when measuring the profile of the specimen using interference microscope. Reliable online detection and monitoring of wear, in which the wear process is not interrupted and the wear environment (temperature, humidity, lubrication etc.) is not changed, remains a challenge to tribological research as well as to the industry [43, 100, 102].

This thesis will mainly focus on the investigation of new methodology, techniques, and instrument suitable for detection and monitoring of wear, particularly online and non-contact, using imaging methods.

In the next section, the motivation, research scope and objectives of the thesis

---

1Tribology is the science and technology of friction, wear and lubrication.
1.2 Context of the Project

1.2.1 Motivation

In tribological research, knowledge about the nature and extent of wear is of growing importance, because of the ever increasing demand for better performance of tools and components/products. On the other hand, in manufacturing or engineering industry, inspection and control of the cutting, machining or coating process to guarantee surface quality, require suitable damage/wear detection techniques/tools. Just a few applications for which no adequate measurement tools are available are:

- inspection of bore-polishing in combustion engines
- wear of electric shavers’ blades
- damage of sheet products in metal forming processes

Figure 1.1: Wear volume removed from the specimen pin sliding against a tool steel ring as a function of total sliding distance from unlubricated pin-on-ring tests on the materials indicated (Adapted from [6]).
coating failure in certain sheet production

Traditional methods to detect or quantify wear loose applicability because the amount of wear to be detected becomes smaller and smaller with the increasing wear resistance of many materials and reducing size of the components (micro-mechanisms). Besides, measuring (micro)wear during an experiment is not possible with available techniques such as interference microscopy, atomic force microscopy (AFM), scanning tunneling microscopy (STM), scanning electron microscopy (SEM) etc.

The goal of this research is the development of measurement tools (hardware and software) for the detection of micro- and macro-wear of materials online, based on imaging methods. These techniques allow faster and hence dynamic measurements of wear, and are essentially non-contact. This research is part of the project TET. 5120 sponsored by STW (Dutch Technology Foundation). As such, other goals of the project are [83, 15, 38]:

- Further development of wear measurement method based on roughness data obtained with interference microscopy, and conducting the fast and accurate processing and analysis of large amounts of height data. Using this technique, wear measurement will take place offline, but with a high height resolution in the order of 1nm.

- Development of techniques and instruments for studying friction in Micro-Electro-Mechanical Systems (MEMS) and for a reproducible interaction of sliding surfaces with well-defined surface properties (material and surface topology) to gain a better understanding of tribological effects in MEMS.

Eventually different paths in the big project converge and result into either a high height resolution or online wear measurement methodology.

Why Online

As mentioned Section 1.1, wear is a dynamic and complex process which involves not only surface and material properties but operating conditions as well. Most of the existing techniques (which will be reviewed in Chapter 2) for wear measurement are offline and they have intrinsic restrictions:

- During measurement the specimen needs to be taken away from the wear tester and be measured under some instrument periodically, which is cumbersome and time-consuming.

- During mounting and dismounting steps extra damage to the specimen’s surface may be introduced.
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- It is hard to measure the same location of the surface. Repositioning is a big challenge.
- During measurement the wear process is interrupted and the wearing environment is hardly kept the same.
- It usually needs a well-trained operator to do the measurement (especially for interference microscopy, AFM, STM, SEM etc.). Otherwise operating errors may be introduced.

Because of the above restrictions of the existing techniques new online wear monitoring methodology, which offers higher accuracy in the sense of neither interrupting the wear process nor changing the wearing environment, is demanded in tribological research.

Why Imaging Methods

Some fundamentals of an imaging system will be addressed in Chapter 3. Before answering the question why using imaging methods, we first give the definitions of some terms associated with an imaging system and frequently used in this thesis, for the sake of avoiding ambiguity between optical imaging systems and optical profiling instruments.

An image is a two-dimensional (2D) \((x,y)\) array of numerical values. An intensity image refers to an image where each \((x,y)\) location represents an intensity, and is normally obtained by a video (microscope) camera or SEM. A topographical image or range image refers to an image where each \((x,y)\) location represents a \(z\) height. This image is generally acquired by a profiling instrument, for instance by interference microscopy, STM or AFM. A binary image is derived from either an intensity or a topographic image. Each \((x,y)\) location has a value of either "0" or "1", indicating which locations in the original image have some property, such as identified wear patterns in an intensity image or \(z\) height below a threshold value.

In the scope of the thesis, we use imaging to represent a process by which intensity images are formed, unless otherwise stated explicitly.

Various research efforts have revealed that optical techniques best satisfy the requirements of online, non-contact measurement; other methods are usually deficient with regard to speed, flexibility and ability to perform non-contact measurement \([91, 41]\). With an optical imaging system many of the above-mentioned problems associated with existing offline techniques can be avoided. The non-contact nature of an optical sensor means that non-destructive monitoring of moving surfaces can be performed. This is important for measuring dynamics of a wear process. Optical imaging systems usually scan a finite area rather than along a line, and hence provide a more representative description of the surface. They
also allow one to visualize and gain further understanding of the wear process by viewing and processing the temporal series of photomicrographs. More specific advantages of imaging methods will be presented in Chapter 3.

In summary, a computer-based imaging system is a good strategy for non-contact, online, and high speed inspection. It should be useful for online wear monitoring in tribological research and also suitable for industrial applications in an automated environment, where high speed, high accuracy and low cost are required.

1.2.2 Scope

The main goal of this research is to develop new methodology for online wear monitoring. The new methodology consists of design of an online wear testing apparatus, techniques for online wear detection and monitoring, and their applications. The overview of the research scope is shown in Fig. 1.2.

A wear apparatus which combines a wear tester and an imaging system will be designed. The wear tester should be capable of simulating different contact modes (point contact, line contact, conforming contact, for instance) and various operating conditions (varying load and speed for instance). The imaging system
with proper illumination will be used to acquire real time images of the dynamic wear process generated by the wear tester. As illumination plays a crucial role in the imaging system, it will be modeled and evaluated. As such, non-contact, online, low cost and high speed will be necessary merits of the wear apparatus to be designed.

Development of new techniques for online wear detection and monitoring will be the main theme of this research. These imaging-based techniques involve image acquisition, image processing, and associated measurement principles, such as filtering scheme, fractal analysis, etc.

With the developed techniques, identification of wear regions, observing some wear behavior, study of dynamics of particular wear processes, or estimation of degree of wear will become possible. This will benefit tribological research as well as wear inspection oriented applications: such as coating failure detection, engineering surface inspection, etc.

The highlighted items with double frames in Fig. 1.2 constitute the main part of the thesis.

### 1.2.3 Objectives

From the above discussion, the objectives of the thesis can be formulated below:

- Design of a simple, laboratory-use, cost-effective wear apparatus for wear testing and monitoring.

- Developing computer vision methods for the determination of wear in micro- and macro-structures, based on optical images. The method comprises both selecting a suitable measurement principle, data acquisition and data processing.

- These measurements take place online and are suitable to monitor the changes in the condition of a surface because of wear.

### 1.3 Thesis Outline

To describe the development of the new methodology for online monitoring, and to apply this methodology for tribological research or wear inspection-oriented applications, the thesis is structured as follows:

---

2The particular meaning of detection and monitoring in this thesis will be given in Chapter 3.
Chapter 2 provides an overview of the existing approaches to wear monitoring. The advantages and disadvantages of each approach are summarized.

Chapter 3 describes the design of a laboratory-use wear apparatus, including hardware and software, which aims to prevent the disadvantages of the offline methods discussed in Chapter 2. An overall perspective of the new methodology is also provided in this chapter.

Chapter 4 discusses choice of illumination strategy for the current imaging system. According to the strategy, ring light illumination is employed. An illumination model and a reflectance model based on Torrance-Sparrow model are presented and evaluated for ring light illumination.

Chapter 5 presents techniques for online wear detection, where two filtering approaches, namely unsupervised detection scheme using multichannel Gabor filters and supervised detection scheme using optimized filters are proposed, evaluated and compared.

Chapter 6 investigates techniques for monitoring of a dynamic wear process, dry sliding wear in particular. Two indicators of state of wear, derived from fractal analysis, are proposed and evaluated.

Finally conclusions and recommendations are provided in Chapter 7.
Chapter 2

Overview of Wear Monitoring

This chapter presents an overview of the existing approaches to wear measurement. For each approach, measurement principles, measurement range and resolution are addressed. The strengths and weaknesses of each approach are also summarized.
2.1 Introduction

Wear is the surface damage or removal of material from one or both solid surfaces as a result of relative motion to one another. Wear can be mainly classified into three groups [70, 3]:

- One term is the appearance of scar: e.g. pitted, spilled, scratched, polished, crazed, gouged and scuffed;
- The second way is in terms of physical mechanisms which remove the material or cause the damage, e.g. adhesion, abrasion, fatigue and oxidation;
- And the third is the conditions surrounding the wear situations, e.g. lubricated wear, unlubricated wear, metal-to-metal sliding wear, rolling wear, high stress sliding wear and high temperature metallic wear.

Wear is a dynamic and complex process which incorporates surface and material properties, operating conditions, stresses, lubricant oil film and geometry. Wear, as friction, is not a material property, but a system response. Operating conditions affect interface wear.

Due to complexity of a wear process, monitoring of wear is not an easy task. Different approaches and different measures have been used to determine amounts of wear, both qualitatively and quantitatively. A recent review of wear measurement techniques can be found in [78].

This chapter presents an overview of wear monitoring. General concepts regarding contact area and wear mechanisms are described in Section 2.2. Various approaches to wear measurement, measurement principle, range and resolution of each approach, as well as its associated advantages and disadvantages are presented in Section 2.3. Discussions about the existing approaches are given in Section 2.4, followed by conclusions in Section 2.5.

2.2 Contact Area and Wear Mechanisms

Before addressing approaches to wear monitoring, it is necessary to introduce some general concepts regarding the nature of the contact between two surfaces and wear mechanisms. The first aspect that will be considered is the area of contact.

Surfaces consist of hills (asperities) of varying heights and spacing and valleys of varying depths and spacing. When two nominally flat surfaces are placed in contact, due to surface roughness physical contact takes place at localized spots within the area that is defined by the macro-geometry. These points at which the actual contact occurs are referred to as junctions. The sum of the areas of all
the junctions constitutes the real area of contact. For most materials with applied load, this will be only a small fraction of the apparent area of contact that is determined through macro-geometry. Fig. 2.1 illustrates the situation.

The real area of contact is a function of the surface texture, material properties and interfacial loading conditions [6]. The ratio of real area of contact to apparent area of contact is as small as $10^{-4}$ in practical situations and the diameter of typical junctions is in the range of 1 to 100 microns [71, 45, 3]. The larger value mostly occurs for a very rough surface and high loads. Diameters of the order of 10 $\mu$m are more typical for normal contact situations.

The Hertz contact theory [26] is frequently used to determine stress levels as well as the size of contact regions. Appendix B presents how to use this theory to determine contact radius, i.e. Hertzian radius.

Repeated surface interactions and surface and subsurface stresses, developed at the interface, result in wear.

Due to complicity of a wear process, no general equations exist for characterizing all types of wear. For adhesive and abrasive wear, however, Archard’s [1] equation proved to characterize these two main wear mechanisms quite well.

Adhesive wear occurs when two nominally flat solid bodies are in sliding contact, whether lubricated or not. It is formed due to localized bonding between contacting solid surfaces leading to material transfer between the two surfaces or the loss from either surface (see Fig. 2.2).

Based on experimental data of various unlubricated material pairs, the vast majority being metallic, Archard [1] first developed a model to derive the law of adhesive wear, frequently referred to as Archard’s equation:

$$V = k_{adh} \frac{Fs}{H}$$

(2.1)

This equation describes that the amount of wear (volume $V$) is generally proportional to the applied load $F$ and sliding distance $s$ and generally inversely proportional to the hardness $H$ of the surface being worn away, where $k_{adh}$ is nondimensional wear coefficient dependent on the materials in contact. Fig. 1.1

**Figure 2.1:** Schematic representation of the contact area between two rough surfaces
Figure 2.2: Adhesive wear is produced by the formation and subsequent shearing of welded junctions between two sliding surfaces.

Figure 2.2: Adhesive wear is produced by the formation and subsequent shearing of welded junctions between two sliding surfaces.

shows the wear data obtained from pin-on-ring tests for a wide range of material combinations under unlubricated conditions in air.

Abrasive wear, on the other hand, is formed due to hard particles or hard protuberances forced against and moving along a solid surface. Material removal from a surface via plastic deformation can occur by several deformation modes which include plowing, wedge formation and cutting (see Fig. 2.3). An equation of the form similar to Archard’s equation for adhesive wear is found to cover a wide range of abrasive situations, and is [3, 6]:

\[ V = k_{abr} \frac{F s}{H} \]  

where \( k_{abr} \) is a nondimensional wear coefficient. From Eqs. (2.1) and (2.2), it can be deduced that the wear rate of sliding contact, namely wear volume over sliding distance \( V/s \), is linearly dependent on either \( F \) or \( H \), or some combination.

2.3 Approaches to Wear Measurement

In general the approaches to wear measurement can be classified into 6 types in terms of wear measures: mass difference, linear wear dimension, wear area, wear volume, topographical difference and other indirect measures. In this section, we will present each type of approaches in more detail.
2.3 Approaches to Wear Measurement

Figure 2.3: Two body abrasive wear occurs when one surface (usually harder than the second) cuts material away from the second (a) (b). This mechanism very often changes to three body abrasion as the wear debris then acts as an abrasive between the two surfaces (c) (d).
2.3.1 Mass Difference

Wear, whether large or small, usually leads to surface damage. The most common form of that damage is material loss which causes either mass change or dimensional change, which is discussed in the next subsection. Common examples include abrasive wear, filing, sanding and grinding for instance. Accordingly the most straightforward approach to quantify wear is weighing the sample before and after the wear test.

The amount of wear can be described by the absolute mass loss (in grams), or the rate of mass loss per unit of usage (grams per day), or by a fractional change in the mass of the part involved (for instance, 1% change per 200 hours of operation). Most ASTM\(^1\) wear standards, however, report unit of wear in cubic millimeters of volume, rather than mass, so that materials with different densities can be better compared.

This approach is frequently used because of its relative simplicity and ease of performing a mass difference measurement \([79, 3]\). This approach is suitable for many laboratory tests as well as in real applications if the worn component is detachable and the mass difference is not too small relative to the total mass of the component.

However, with the wide use of wear resistant material, wear is becoming smaller and smaller. It is necessary to use mass measuring instruments with increased sensitivity. At some point, mass loss becomes too small for this approach to be feasible.

Another problem with this approach is that direct comparison of mass difference of materials can only be done if their densities are same. For bulk materials this is not a major obstacle. In the case of coatings however, this can be a major problem since their densities may not be known or easily determined.

The third problem is that the mass of the components may vary due to changing degrees of water absorption (notably for polymeric materials), plus absorption of water and other contaminants.

Further, a mass measurement does not measure plastically displaced material. And it is also sensitive to wear debris and transferred material that becomes attached to the surface and can not be removed.

Measuring mass difference gives no information about the distribution of wear over the component. This is a serious disadvantage in most applications since the wear life normally is limited by the maximum wear at some critical location rather than on the total wear.

\(^1\)American Society for Testing and Materials.
2.3 Approaches to Wear Measurement

2.3.2 Wear Dimension

An alternative approach to the mass loss measure of wear is based on linear dimensional measurements, such as wear scar depth or width. In many engineering applications, the concern of the component which is subject to wear is generally with the loss of a dimension, or a change in contour, not a mass loss per se. In such cases, monitoring of the dimensions of a part is a natural approach to assessing the amount of wear encountered. Frequently, such measurements lead to a replacement or service of a component.

The dimensional measurements may be conducted either continuously (online) during wear or by measuring the dimension change after wear. Matsunaga et al [57] measured diameter changes of a steel pin wear scar. A novel use of wear dimension measure was developed by Glaeser [23] who placed microhardness indentations on the surface of a bronze bushing and measured their size changes during the running time of the bushing as an indicator of wear. One example of continuous measurements is measuring the pin length reduction in a pin-on-disk test using a high resolution displacement transducer [5]. This is a simple and elegant method, but is only applicable at relatively high wear rates and under laboratory conditions.

Although this wear dimension approach is frequently used, very small amounts of wear are difficult to measure, much as in the case of wear measurements using the mass loss method.

2.3.3 Wear Area

For some contact geometries, wear produces material loss over a restricted area. In some cases, those areas of wear can be measured and are proportional to the amount of wear. Examples would include worn areas on gear teeth, on bearings retainers and on sliding pads with contoured surfaces. If the curvature of the surface is known, then the amount of wear can be quantified on the basis of the area worn. Because many tribological components involve area contacts, in contrast with point and line contacts, area measure of wear is intuitive, easy and important. Mehrotra [58] did a laboratory study of wear using a block and ring test method involved ceramic materials where wear volume was calculated based on actual measurements of the scar width and length, and on the assumption that the scar surface curvature matched that of an unworn ring. In general, it is necessary to determine the surface profile associated with the worn region, which will be discussed in Subsection 2.3.5. Based on profile measurements, approximate area measures for calculating wear may or may not justified.
2.3.4 Wear Volume

Since most wear processes involve loss or displacement of material, volume can be used as an important measure of wear, i.e., volume of material removed or volume of material displaced. Besides, in some cases, it is necessary to directly measure wear volume. This generally occurs when the worn region is very irregular or asymmetric in shape, or when high accuracy in the result is needed. For scientific purposes this is the frequently used measure to quantify wear. Most wear standards in ASTM report wear in volume and many models of wear mechanisms are formulated in terms of volume, Archard’s equation for adhesive wear [1], for instance.

Wear volume is the fundamental measure for wear when wear is equated with loss or displacement of material. This is the case most frequently encountered in engineering applications [3].

The volume measure of wear better enables a comparison among materials having different densities and also permits easy calculation of linear wear amounts or wear allowances [3]. The major disadvantages of this approach are: (1) the measurements are usually time-consuming; (2) it does not measure wear distribution.

2.3.5 Topographical Difference

Using the approaches based on the measurement of mass differences, volume differences, or displacements generated by wear, only global information about wear can be obtained. Local information, however, is more helpful and valuable since wear takes place at a microscopic scale between contacting asperities of the surfaces in contact. The surface profile has a big influence on the tribological properties and service life of machine elements. Therefore, measurement of topographical profile changes of finished or worn surfaces is frequently carried out in engineering and research [98, 22, 83, 38].

Since wear generally modifies surface geometry, the most widely used and sophisticated approach to monitoring wear is to directly determine the elevation of surface points by which the amount of wear is related to the topographical difference before and after wear. There are a lot of methods to measure surface profile. These methods are generally named as range measurement methods as all of them produce elevation or range maps, typically in the form of a pixel array whose values represent surface elevation. In the ideal case, the pixels are square, indicating that the measurements have the same horizontal resolution in both \(x\) and \(y\) directions. Range measurement may be done by physical contact, for instance, using a contact profilometer (a stylus, for instance) to scan the elevation profile along a linear traverse, or using non-contact methods, for instance, using optical methods. In the following we present these methods in detail.
2.3 Approaches to Wear Measurement

Contact Profilometry

The principle of contact profilometry is measuring surface profile along a line using a contact stylus. The strengths of this approach are: (1) simple; (2) high vertical resolution (0.1 nm) and wide range (vertical: as much as 100 µm; horizontal: 100 mm). Its weaknesses are: (1) the shape and size of the stylus determines its lateral resolution and limits the steepest slope that can be followed; (2) the stylus may add extra damage to the surface of a soft sample; (3) must be used in a fairly quiet and clean environment.

Noncontact Profilometry

STM and AFM belong to noncontact profilometry, which is in some respects an extension to the contact profilometry to smaller dimensions. The probe tip of AFM/STM is smaller and can therefore record smaller details, in the range of nanometer. Unlike the profilometer, in which the stylus tip is held in contact with the surface by mechanical forces, the AFM and STM rely on the interaction of the electron clouds around atoms in the surface and the tip. For STM, the scanning tip is moved to maintain a constant electron tunneling current between the tip and specimen. Accordingly it requires that the specimen be electrically conducting. The AFM/STM is used to scan a complete raster over a surface to produce a topographical image instead of a single elevation profile. AFM/STM is widely used to measure microscopic wear in tribological research [80, 82, 15].

The strengths of AFM/STM are: (1) capable of atomic resolution; (2) non-contact and nondestructive. The weaknesses are: (1) sensitive to vibration, must work under vibration isolation condition; (2) operation is complicated, experience and skills are needed to correctly focus and align these instruments on the sample; (3) narrow measurement range (vertical: up to 7 µm; lateral: up to 200 µm).

Interferometry

Interferometry derives surface profile data by interferometric comparison to a reference surface. This technique is widely used in tribological research to measure wear at asperity level [97, 12, 83, 38].

The strengths of this technique are: (1) noncontact and nondestructive; (2) comparatively faster (than AFM/STM) since an entire surface can be measured at once, with a lateral precision corresponding to the resolution of a conventional light microscope, or better than 1 µm; (3) high vertical resolution (down to 0.1 nm). The weaknesses are: (1) sensitive to ambient vibrations; (2) not suitable for highly curved surfaces; (3) changes in surface reflectivity due to changes in composition or local contamination present problems.
Stereoscopic Vision

Stereoscopic vision is a technique that reconstructs the 3D scene from 2D image series in which two cameras, or one camera from two positions can give relative depth or absolute 3D location. Once a topographical image is obtained, surface height and roughness can be computed to estimate wear.

Stereoscopic vision requires substantial computation to match each small image patch in one image with all the possible patches in the other image. Also, even after this matching is done, the best match at each point is sometimes incorrect due to image noise, occlusion, or perspective changes between the camera viewpoints. In addition, the resulting depth resolution is still much poorer than the lateral resolution. For wear measurement, an even more complicated problem arises because the subsequent images have been taken in different situations (at least one mounting and dismounting step is in between two successive images).

There are also some other range measurement methods, such as photometric stereo, structured light, confocal scanning light microscopy, acoustic microscopy and laser triangulation. Because of their respective inherent drawbacks, they are rarely used for wear measurement.

2.3.6 Indirect Approaches

In the above, we present some direct approaches to wear measurement in terms of direct measures of wear. These measures, mass, dimension, area, volume may convert from one to another in some cases if contact geometrical shape or density of the specimen is known.

There exist also some other indirect measures, such as time required to wear through a coating or load required to cause severe wear or a change in surface finish. In addition, some other indirect approaches to wear monitoring include vibration analysis [56], lubricant analysis [49], motor-current signature analysis [18], etc.

2.4 Discussions

The state of the art approaches to wear measurement are topographic methods using STM/AFM and interference microscopy. Such methods can be used to conduct high resolution measurement. They are mainly limited to fundamental research, i.e. measuring wear of some materials on a nanometer scale. On the other hand, the modern instruments used in such methods are sensitive to vibration, complicated to operate, comparatively slow and high cost, and not suitable for industrial applications.
Besides, nearly all the approaches to wear measurement discussed above are offline, i.e. with these methods, the wear process has to be interrupted and wear conditions are changed during the mounting and dismounting steps in the measurement. In this sense, offline methods are inaccurate, not suitable for measuring a wearing surface in motion.

Non-contact, low cost, high speed and reasonably accurate wear monitoring methods, particularly online, are highly demanded in tribological research as well as in industrial applications. To overcome the inherent drawback of offline methods, in this thesis we will develop a new methodology for online wear detection and monitoring, based on imaging methods. These techniques allow faster and hence dynamic measurements of wear, and are essentially noncontact and low cost.

2.5 Conclusion

In this chapter we present an overview of existing methods for wear monitoring. We categorize these methods into 6 types in terms of different wear measures. For each approach, we present its measurement principle, measurement range, resolution as well as its advantages and disadvantages. From this overview, we may conclude that nearly all the existing approaches are offline and can not be used to measure wear of a surface in motion, i.e. online. Non-contact, fast, accurate and cost-effective wear monitoring and detection methods, especially online, are demanded both in tribological research and in industrial applications.
Chapter 3

Design of an Online Wear Monitoring System

This chapter describes the online methodology for detection and monitoring of wear which aims to prevent the disadvantages of offline methods. Some basics of an imaging system are first presented. Based on the project targets formulated in Chapter 1, the design of a wear testing apparatus, including its hardware and software, is described. Some observations about wear and image sequences are given. In addition, an overall perspective of the new methodology can also be obtained in this chapter.
3.1 Introduction

Surface geometry and topography are important factors, among others, that affect the wear rate of a machine element; various wear mechanisms, whether adhesive or abrasive, involve net material loss or material redistribution, thus causing changes of surface topography and geometry the other way around. Therefore, by measuring and comparing worn and unworn values, either deterministic or statistic, of surface geometry, surface roughness or surface local height, for instance, we can monitor, detect, or quantify wear.

A rough surface can be considered as a two dimensional random signal. Many statistical parameters have been developed to characterize random nature of a surface, for example, roughness, height distribution function, autocorrelation function, power spectrum, skewness, kurtosis, etc [84, 12]. All these parameters can be measured by a lot of techniques, among which optical imaging techniques are widely adopted for their advantages, such as non-contact, fast, accurate, etc. Luk, Huynh and North [50] used a machine vision system to measure surface roughness of tool-steel in a production environment. Kiran, Ramamoorthy and Radhakrishnan [44] gave a review of evaluating surfaces of medium finished parts. Younis [99] proposed an online surface roughness measurement technique using image processing methods. Recently Wang and Wong developed a technique for measuring roughness on moving surfaces using the combined effects of interference and light scattering [92, 94].

In an optical imaging system, images are the physical carriers of surface information. Besides, images can be easily transformed into a form suitable for further (fast) processing. Hence, applying imaging methods for online, automated detection and monitoring of wear on a surface becomes possible. This is the theme of this thesis.

As stated in the previous chapter, offline methods for wear monitoring have their inherent disadvantages. To avoid interruption of wear processes, we present the online methodology for detection and monitoring of wear by an imaging system. The basics of an imaging system is stated in in Section 3.2. Next, according to the project targets and requirements, the design of an online wear monitoring system, including both hardware and software, are described in detail in Section 3.3. Section 3.4 introduces image registration which is a preliminary operation in image processing and will be used in following chapters. Finally, some observations about wear and image sequences are given in section 3.5 followed by a summary in Section 3.6.
3.2 Monitoring of Wear by an Imaging System

An imaging system usually consists of three main parts: scene, light source and image formation device [89]. Scene is referred to as an object or a collection of objects existing in the real 3-dimensional (3D) world and its/their surroundings. The scene of our interest in this thesis is the surface of a specimen which is suffering wear. And an image is often formed by means of electromagnetic radiation: for instance, visible light, microwave (radar), infrared (thermography), X-rays and γ rays. The radiation from the light source interacts with the surfaces of the objects. Then part of the radiation is captured by an image formation device, which finally yields a 2D distribution of the radiation defined on the image plane. This distribution of radiation is called the image\(^1\) of the scene. A sampled and quantized version of the 2D distribution is called a digital image. It is an array of numbers that represents a digital version of the image introduced above. The advantage of having such a representation is that it can be manipulated by a computer equipment, for instance, transforming one digital image into another (referred to as image processing).

An image formation process is a physical process that maps a 3D scene to a 2D image. A thorough understanding of it will help us design a suitable specific imaging system as well as interpret images meaningfully. Generally speaking, an image formation process involves interaction between light and a surface (illumination and reflection) and projection (camera model).

When electromagnetic radiation is incident on a rough surface, a portion of its energy, depending on the local angle of incidence, the polarization of the incident wave, and the electrical properties (permittivity, permeability, and conductivity) of the surface medium, will be reflected. The reflected beam will in return carry information about the surface. The radiation may be reflected either specularly or diffusely or both. Clearly the relationship between the wavelength of radiation and the texture of the surface will affect the physics of reflection. Through a lens system, the reflected radiant energy can be projected to an image plane, where a film or a charge coupled device (CCD) is exposed. As such, 2D images of a 3D scene are formed. The interaction between light and a surface, ie. illumination and reflection, will be dealt with in detail in Chapter 4 for its importance to the performance of a whole imaging system.

As stated in chapter 1, the main goal of this project is to investigate techniques of detection and monitoring of wear, particularly online, using imaging methods. First of all, it is necessary to make clear what detection and monitoring exactly

\(^1\)It is referred to as intensity image in Chapter 1.
mean in this thesis.

Wear is a kind of surface damage mostly caused by relative motion. During a wear process, a wear scar or wear track with a particular pattern or shape will be present on the wearing surface. The evolution of the wear scar or wear track, either its size or shape or both, will reflect the wear status of the surface. Therefore, surveilling the surface by an imaging system is an intuitive solution for online detection and monitoring of wear.

Detection is meant to recognize, identify or separate the worn region, a wear scar or wear track, from the wearing physical surface. Most time we mean by detection in this thesis to identify the worn region in the image of the wearing surface. So our concerns about wear detection are:

- Whether or not wear takes place on the surface;
- If the answer is yes, what is its location, size or shape?

Monitoring on the other hand means to continuously inspect a specific wear process so that:

- The wear curve of particular material or contact mode can be drawn;
- Some wear phenomena can be observed;
- The relative wear degree/state of the surface can be known. Based on the wear status, the corresponding machine elements/parts can be warned to be maintained or serviced.

The main difference between detection and monitoring is that monitoring is more concerned with the dynamics of a specific wear process.

From the overview in chapter 2, we know that wear monitoring can be done in many ways. So the question can be raised why we use imaging and images for wear monitoring in this project. In Chapter 1 we have already given some answers. To be complete, we further summarize the answers below:

- By imaging means an automated monitoring/measurement system can be realized. It prevents any mechanical contact between the surface being monitored and the sensors of the monitoring system. It is, therefore, non-destructive so that no extra damage to the surface will be introduced.
- By imaging means (a video zoom microscope, for instance) perceiving details of a surface with small amount of wear (of the order of magnitude of a few microns\(^2\)) which is too small for human vision.

\(^2\)It depends on the lateral resolution of the imaging device.
• By analysis of temporal sequences of images, taken from the surface under test, the dynamics of the specific wear process can be studied through observing the gradual changes in the image set.

• An imaging system allows one to visualize and gain further understanding of the wear process by viewing and processing the temporal series of photomicrographs.

• Its online nature makes it not to disrupt the ongoing wear process. In this sense the measurement results are more correct than those achieved through offline methods.

• Digitized images can be fast processed by a computer using fast algorithms, therefore realtime monitoring of wear becomes possible.

Aside from the above-mentioned pros of the imaging means for wear monitoring, it, inevitably, also has some cons, for instance:

• An imaging system is sensitive to variance of illumination, hence a stable, uniform, and controlled illumination environment is needed.

• Wear area in an image is an indirect measure of which on a physical surface. To determine the correlation between them is not easy.

• Presence of wear particles in the image affects the result of wear detection. This problem can be solved by adding a mechanical component, say a blowing nozzle, to clean the surface.

• Surface contamination may mislead to the detection of wear in images.

Due to the limitation of imaging methods, we restrict our research on dry sliding wear processes only in this project.

According to the objectives formulated in Chapter 1, the design of the online wear monitoring system will be addressed in the next section.

3.3 System Design

As stated in chapter 2, wear measurement is traditionally done offline, i.e. during the measurement the wear process is interrupted. The operating conditions and environments of the wear process are changed as well. In this sense, the offline measurement is not accurate. As mentioned earlier, one of the objectives of this project is to design a simple, laboratory-use, cost-effective apparatus for online wear testing and monitoring, which should provide possibilities for studying and
monitoring of dynamic wear processes. The requirements to this apparatus are summarized below.

- Contact geometry is a critical factor in wear testing. The apparatus must be capable of simulating three types of sliding contacts: point contact (ball-on-disk), line contact (cylinder-on-disk) and conforming contact (flat-on-disk).

- Other factors besides contact type that significantly influence a sliding wear process include load, speed, lubrication condition, and temperature. The apparatus must be able to vary load and speed, but without lubrication and under room temperature.

- The surface of the wearing specimen must be monitored online, i.e. the wear process should not be interrupted and operating conditions should not be changed during wear monitoring.

### 3.3.1 Hardware Design

Following the above requirements, we designed a simple, laboratory-use apparatus, which combines a simplified Pin-on-Disk wear tester and an imaging system. Fig. 3.1 shows the schematic diagram of this apparatus, while the real picture of which is shown in Fig. 3.2.

![Schematic diagram of the wear testing and monitoring apparatus](image)

**Figure 3.1:** Schematic diagram of the wear testing and monitoring apparatus

#### Simplified Pin-on-Disk Wear Tester

In the Pin-on-Disk wear tester, the pin is held stationary and the disk rotates. A wear test is conducted by loading a flat, cylinder or sphere shaped indenter (pin),
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Figure 3.2: Picture of the wear testing and monitoring apparatus

which is mounted on a stiff lever, onto a test sample that is fixed on a motor-driven rotary table. A servo motor controller is used to vary the rotation speed of the table. The load applied on the test sample is varied by removing or adding weights on the lever. The surface of the test sample is ground or machined. The pin made of harder material is used to evoke wear on the sample.

The rotary table is also a positioning stage which allows precise rotary positioning of objects by servo motor control. A precision worm and wheel with a 90:1 gear ratio provides repeatable, zero-backlash positioning with high load capacity. Servo motor control with a rear-mounted optical encoder ensures accurate indexing.

As shown in Fig. 3.3, the motion controller is part of the motion control system which includes amplifiers, motors and encoders. The motor converts current into torque which produces motion. The power amplifier converts a ±10 Volt signal from the controller into current to drive the motor. The encoder translates motion into electrical pulses which are fed back into the controller.

Image Acquisition

The wearing surface is monitored by an imaging system, which is a combination of a video zoom microscope and a monochrome CCD sensor. Some specifications of the imaging system is listed in Table 3.1. The magnification of the imaging
The optical axis of the system is perpendicular to the nominal plane of the test surface. Image sequences of the surface are captured through a frame grabber into the computer in real time.

**Table 3.1:** Specifications of the imaging system

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imager</td>
<td>2/3&quot; progressive scan CCD</td>
</tr>
<tr>
<td>Active area</td>
<td>8.7mm × 6.9mm</td>
</tr>
<tr>
<td>Cell size</td>
<td>6.7µm × 6.7µm</td>
</tr>
<tr>
<td>Active pixels</td>
<td>1300 (H) × 1030 (V)</td>
</tr>
<tr>
<td>Frame rate</td>
<td>15Hz</td>
</tr>
<tr>
<td>Primary magnification</td>
<td>2.5X – 10X</td>
</tr>
<tr>
<td>Object resolution</td>
<td>9.8µm (2.5X) – 4.4µm (10X)</td>
</tr>
<tr>
<td>Field of View</td>
<td>3.5mm (H) × 2.8mm (2.5X)</td>
</tr>
<tr>
<td></td>
<td>0.87mm(H) × 0.69mm (V) (10X)</td>
</tr>
<tr>
<td>Depth of Focus</td>
<td>30µm (2.5X); 6µm (10X)</td>
</tr>
</tbody>
</table>

The wear status of the surface of the test sample can be obtained by further processing of the images.

The image acquisition board we use is PCI-1428 from National Instruments Corporation. The PCI-1428 acquires digital images in real time and stores the images in onboard frame memory or transfers them directly to system memory. It has a high-speed data flow path, ideal for both industrial and scientific environments.

A 150-watt fiber optic illuminator, through a ring guide that is mounted at the end of the microscope, provides glare free and uniform illumination for the system.
The intensity can be adjusted manually. Since illumination plays an important role on image quality, modeling of this illumination is addressed in detail in chapter 4.

**Synchronization**

The present wear apparatus combines motion control of a rotary table with image acquisition of a wearing surface. One of the challenges in integrating different processes is getting them to synchronize and work together. For instance, to image the same area of a moving surface after certain number of cycles (rotations). This is crucial for the study of the dynamics of the wear process by comparing the gradual changes of images.

In the rotary table, an optical encoder, which translates motion into electrical pulses is used. It provides feedback to the motion controller. The encoder density is 360,000 counts/revolution and the positioning accuracy is 2 arc minutes. For synchronization, a trigger line for synchronization is added in between the rotary table and the image grabber. Once the table moves to the same position in terms of the encoder count, a trigger signal is generated to trigger image acquisition. This can be implemented by programming with motion control software, which will be addressed next.

On the other hand, the trigger signal should also asynchronously reset the camera’s scanning and shutter control, thus the acquisition starts immediately when the external trigger line (of the image grabber) is enabled.

In terms of the encoder density, positioning accuracy, position of the wear track, and the parameters of the camera, the ideal pixel shift can be calculated as follows:

| Positioning accuracy: \( ac = 2 \text{arc minutes} = \frac{2}{60}/180 = 1/5400\text{rad} \). |
|———|
| Pixel size of the CCD sensor: \( 6.7 \times 6.7\mu m^2 \). |
| If the radius of the wear track is \( r = 48\text{mm} \), then linear positioning accuracy: \( lpa = ac \times r = 8.9\mu m \). |
| Hence, at magnification of 2.5X, the positioning accuracy in pixel level is about \( \frac{8.9}{(6.7/2.5)} \approx 3.3\text{pixels} \). |

This is the system positioning error in pixels. In practice, even larger pixel shifts among initial and successive images are found. This is mainly because of vibration and thermal expansion of the aluminum mounts that hold the specimen and the imaging system. The remaining pixel shift after synchronization can be removed by *image registration*, an operation of aligning two or more images from the same surface, which will be addressed shortly in Section 3.4.
3.3.2 Software

This wear testing and monitoring apparatus includes several software packages for motion control, image acquisition (IMAQ) and image processing and analysis. A block diagram of the overview of the software for the whole system (Fig. 3.5) illustrates the software constitution.

Motion Control Software

Commands\(^3\) for specifying motion and machine parameters can be programmed and sent to the controller via the application programming interface (API) software "smartTERM" from Galil\(^4\). In practice, motion control is implemented in

\(^3\)The motion controller card accepts ASCII or binary commands.

\(^4\)Galil Motion Control, Inc. (http://www.galilmc.com/).
Software for Image Acquisition and Processing

The frame grabber PCI-1428 works with NI-IMAQ, the National Instruments complete image acquisition driver software, which performs all functions required for acquiring and saving images, shown in Fig. 3.6. But NI-IMAQ does not perform any image processing and analysis.

We use National Instruments IMAQ Vision for image processing and analysis, which, like NI-IMAQ, works with LabVIEW as well. It adds powerful image processing and analysis to LabVIEW programming environment. Sometimes we also use MATLAB to perform some image processing and analysis considering its powerful functions for matrix operation and easy prototype programming.

---

5LabVIEW is a graphical programming language from National Instruments, used primarily in data acquisition and instrumentation control.
3.4 Image Registration

Image registration is inherently basic, often used as a preliminary step in image processing applications. In the current project, to detect and compare changes of a series of images from the same wearing surface area are desired. So it is necessary for meaningful results to have the images registered. In this section we give a brief introduction to the method for image registration applied in the current project.

![Image Registration Process Diagram]

**Figure 3.7: Overview of image registration process**

Image registration is the process of aligning two or more images of the same scene (taken at different times in the current case). Typically, one image, called the base image, is considered the reference to which the other images, called input images, are compared. The objective of image registration is to bring the input
image into alignment with the base image by applying a spatial transformation to the input image.

Due to the diversity of images to be registered as well as various types of degradations it is impossible to design a universal method applicable to all registration tasks. Every method should take into account not only the assumed type of geometric deformation between the images but also radiometric degradations, required registration accuracy and application-dependent data characteristics. Nevertheless, the majority of the registration methods consist of the following steps (see Fig. 3.7): (1) Feature detection; (2) Feature matching; (3) Determine parameters of spatial transformation; (4) Apply image transformation. A recent review on image registration can be found in [104].

In the current project, the pixel shift between the images, taken at different time with certain magnification, is mainly caused by mutually translation and slight rotation. This type of pixel shift between images can be easily solved by the simple normalized cross correlation (CC) method [2, 104].

Let $S$ the search area of size $L \times L$ from the base image and $W$ the window of size $M \times M$ from the input image be defined as shown in Fig. 3.8. We assume $S$ and $W$ have $K$ grey levels; i.e.,

$$
0 \leq S(i, j) \leq K - 1 \\
0 \leq W(m, n) \leq K - 1 \\
1 \leq i, j \leq L \\
1 \leq m, n \leq M.
$$

Let $S_M^{i^*j^*}(m, n)$ denote $M \times M$ the wholly contained subimage of $S$, i.e.

$$
S_M^{i^*j^*}(m, n) \equiv S(i + m - 1, j + n - 1), \\
\left\{
\begin{array}{l}
1 \leq i, j \leq L \\
1 \leq m, n \leq M.
\end{array}
\right.
$$

Each $M \times M$ subimage of $S$ can be uniquely referenced by the specification of its upper left corner’s coordinates $(i, j)$, which will be used to define reference points. We assume that enough a priori information is known about the dislocation between the window and search area so that the parameters $L$ and $M$ may be selected with the virtual guarantee that, at registration, a complete subimage is contained in the search area as shown in Fig. 3.8. This assumption in practice is satisfied since the maximum pixel shift can be estimated as stated above. Image registration, therefore, is a search over the subset of the allowed range of reference points to find a point $(i^*, j^*)$ which indicates a subimage that is most similar to the given window.

The equation of the normalized CC is defined as:
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\[ R(i, j) = \frac{\sum_{m=1}^{M} \sum_{n=1}^{M} (W(m, n) - \mu_W)(S^i_M(m, n) - \mu_M(i, j))}{\sqrt{\sum_{m=1}^{M} \sum_{n=1}^{M} (W(m, n) - \mu_W)^2} \sqrt{\sum_{m=1}^{M} \sum_{n=1}^{M} (S^i_M(m, n) - \mu_M(i, j))^2}} \quad (3.2) \]

where \( \mu_W \) and \( \mu_M(i, j) \) denote the mean of the window \( W \) and the mean of subimage \( S^i_M \) respectively.

In the correlation scheme the correlation surface \( R(i, j) \) is searched for a maximum \((\tilde{i}, \tilde{j})\). The procedure is successful if \((\tilde{i}, \tilde{j})\) and \((i^*, j^*)\) are equivalent.

Two main drawbacks of the normalized CC method are the flatness of the similarity measure maxima (due to the self-similarity of the images) and high computational complexity. Nevertheless the maximum can be sharpened by preprocessing or adding marks in the images. To reduce the computational load, a small window of size \( 81 \times 81 \) which only covers the marks are used and the normalized correlation surface is calculated by fast Fourier transform (FFT) in our experiment.

After the above mentioned preliminary registration operations of the sequence of images, wear behavior, dry sliding wear in particular, are investigated, which will be presented in Chapter 6.
3.5 Observations

The online wear monitoring method is based on the analysis of sequences of photomicrographs, taken from the object under test. To study the dynamics of the wear process, a temporal series of images can be taken. Fig. 3.9 shows an image sequence, acquired by the imaging system of the wear apparatus, of the surface of a machined aluminium disk during a Pin-on-Disk dry sliding wear process. The pin has a spherical shape of diameter $3\text{mm}$ and the applied normal load is $5\text{N}$.

We can see from this figure that the gradual changes in the image set apparently reflect the wear process occurred on the aluminium disk surface. The wear track becomes wider with the increasing number of rotation cycles. A big wear particle appeared in Fig. 3.9 (d) and it was removed by the pin in subsequent rotation cycles. In Chapter 5 and 6 we will present how we can identify the wear region from images and how we can estimate the wear degree of the surface and wear behavior with respect to load, speed etc.

3.6 Summary

An online wear monitoring system using imaging methods is presented in this chapter. The basics and configurations of this system and its potential advantages are stated. Based on the project targets, the design of the wear testing and monitoring apparatus, including hardware and software, is described in detail. This chapter provides the basis for the following chapters.
Figure 3.9: Series of images of an aluminium disk in a dry sliding wear process. The scale is illustrated in image (a), same scale for images (b) to (h).
Figure 3.9: Series of images of an aluminium disk in a dry sliding wear process (continued)
Chapter 4

Ring Light Illumination Modeling

Illumination plays a crucial role in an imaging system. A good illumination scheme should effectively reveal features of interest of the specimen under observation and guarantee acquisition of adequate images. This chapter first discusses the choice of illumination strategy, according to which a fiber optic ring light illuminator is adopted to the current imaging system for wear monitoring. Emphasis is then put on modeling of ring light illumination. An illumination model and a reflectance model based on the Torrance-Sparrow model are presented and evaluated for ring light illumination.
4.1 Introduction

The main objective of the current project is to do online wear detection and monitoring via an imaging system, the first element of which is image acquisition. An aspect that is often overlooked in computer vision is the acquisition of adequate images: a proper illumination should be effective in revealing the features of interest of the specimen and guarantee sufficient contrast, whilst focussing must be correct to obtain sharp images. Any deficiencies of the initial images can cause big problems with image analysis and interpretation. Aside from camera choice, the type of illumination is perhaps the most critical element, which applies to all forms of imaging systems, for achieving adequate images.

Generally specimens are often observed by imaging systems under either reflected or transmitted illumination schemes, employing a variety of light sources and configurations, which are strategically positioned in appropriate locations. In many circumstances, reflected and transmitted light sources are combined to take advantage of particular specimen characteristics in a manner that most effectively reveals the features of interest. As stated in the previous chapter, we utilize a video zoom microscope to monitor micro-wear occurring on a relatively smooth surface (we only consider proper illumination for microscopes within the scope of this thesis). The features of interest in the current imaging system for wear monitoring are surface micro-geometry, morphology, and topography of the specimen, which influence and carry the information about wear on the surface [103, 102]. Accordingly, a good illumination scheme for the imaging system presented in Chapter 3 should effectively reveal these features and in the meantime guarantee sufficient contrast.

There exists no single optimum illumination strategy that is the correct choice for the wide variety of specimens that the imaging system is designed to accommodate [33]. Each specimen under observation can be illuminated by a variety of different mechanisms, and employing a nearly infinite number of variations or combinations of techniques. For a given specimen or object, although there may be several possible illumination schemes that produce acceptable results, a single approach may be discovered that, after careful refinement, produces exceptional results.

This chapter is organized as follows: Section 4.2 describes the choice of an illumination strategy, according to which a fiber optic ring light is adopted and introduced in Section 4.3; Section 4.4 presents an illumination model as well as a reflectance model for the ring light; and both are evaluated and validated; discussions are given in Section 4.5; followed by conclusions in Section 4.6.
4.2 Choice of Illumination Strategy

Specimen characteristics should be carefully considered in selecting an illumination strategy to suit the needs of visual observation, photomicrography, or digital imaging. The opacity of the specimen is, in general, the most important characteristic, and will determine the basic type of illuminator that should be employed, reflected, transmitted, or in some cases, a combination of both. Opaque specimens are typically illuminated from above (with reflected light), using orientations ranging from on-axis (parallel to the microscope optics) to highly oblique (up to $90^\circ$ incident angle from the optical axis), as required to reveal the features or characteristics of interest.

![Diagram of various illumination strategies](image)

**Figure 4.1:** Reflected light illumination (adapted from [33]).

Once it has been determined that the specimen’s opacity suggests the use of a particular general category of illuminator, then a number of other factors should be considered to further refine particular variations on the basic illumination scenario that will likely produce the desired results. Fig. 4.1 illustrates a variety of potential pathways for specimen illumination using reflected light. A simple tungsten (or tungsten-halogen) illuminator, shown oriented at different angles to the specimen surface, and a ring light mounted on the objective lens body, provide lighting that is independent of the microscope optical path. The illumination path for a coaxial illuminator, which functions within the microscope optical train, is illustrated in the cutaway section of the instrument. Opaque specimens most
commonly benefit from reflected illumination, while translucent and transparent objects usually produce the best results with some variation of transmitted illumination, such as brightfield, polarized, oblique, or darkfield [33]. Since we study mostly wear phenomena of opaque materials in the current project, only reflected illumination is considered.

The geometrical profile, topography, and morphology of the specimen are all important factors in choosing and configuring illumination in a manner that will reveal the desired information. Specimens that are highly three-dimensional (have high relief) should be illuminated differently than those that are flat, smooth, or even highly polished. For example, highly oblique lighting can produce shadows on rough surface areas, obscuring surface detail that may be important (say a wear track). In the current project, the surfaces we examine are relatively smooth, diffuse light originating from directly above a specimen may uniformly illuminate both wear and wear-free regions with a certain degree of contrast. Nonuniform illumination in this case may make image segmentation difficult.

Laser light may be used in an optical measurement system; however, the coherence of laser light produces surface noise (intensity variations due to surface machining marks) that is approximately twice as high as that for conventional white light sources [19]. For this reason conventional white light is preferred.

Aside from opacity and geometrical profile, a number of other factors should be considered in planning a lighting strategy. These include the basic physical characteristics of the specimen, the type of information that is required from the examination, digital imaging requirements, and how the information will be utilized.

One of the crucial specimen characteristics that influence the choice of an appropriate lighting scheme, is the composition which directly affects both the surface and internal reflectivity. Metals, plastics, ceramics and glasses behave differently with regard to their appearance under different lighting conditions. In this project we restrict our research on metallic surfaces. Such surfaces may produce artifacts by reflecting images of the light source(s) into the microscope objective. These reflections usually produce glare and obscure important detail, or distract attention from the important elements that are being observed and imaged. Diffuse light that limits such glare effect in this case is more preferred.

Digital imaging requirements are another important factor that must be taken into consideration in choosing specimen illumination. The intensity of the lighting must also be adequate to ensure exposures that are of reasonable duration for the camera employed.
4.3 Fiber Optic Ring Light

Of all the illumination sources available for a microscope, fiber optic illuminators are probably the most versatile and popular. Many different light source designs, fiber types and configurations, and accessory attachments are available (see Fig. 4.2). A fiber optic light system can be configured to meet the stringent requirements of almost any application. Generally powered by high-intensity tungsten-halogen lamps, fiber optic illuminators are relatively bright sources, suitable for investigations of many specimens than are basic incandescent illuminators.

![Figure 4.2: Fiber optic light guides and accessories (adapted from [33]).](image)

The fiber optic ring light is one of the most widely used configurations among the fiber optic-based illuminators. A fixed means of attachment, surrounding the microscope objective, eliminates any varieties in adjustment, and ensures that the illumination is of consistent quality, and highly reproducible, from specimen to specimen. Because the illumination path is nearly coincident with the optical axis of the microscope, the viewing area is evenly illuminated, which will be addressed in the following section. In addition, the diffuse illumination provided by ring lights eliminates the shadows, while still providing adequate contrast for visual inspection. Because of the advantages of the fiber optic ring light, it is employed as the illuminator for the current imaging system according to the choice of illumination strategy presented in Section 4.2. The ring light will be modeled in the next section.
4.4 Modeling of Ring Light

Detection and monitoring of wear in the current project involve the analysis of intensity images resulting from the reflection of light. The apparent brightness of a point depends on illumination and its ability to reflect incident light in the direction of the sensor, i.e., image intensities are closely related to illumination and surface reflectance properties. Detection and monitoring of wear can greatly benefit from proper illumination and reflectance models.

Various reflectance models have been proposed and used in machine vision and computer graphics. Lambert [48] was the first to investigate the mechanisms underlying diffuse reflection. Phone [64] proposed a parameterized continuous function to represent specular reflectance, and used the model to produce computer-synthesized images of objects. Horn [28] developed shape-from-shading algorithms for machine vision using the Lambertian diffuse reflectance model and the double-delta specular reflectance model. Woodham [96] used the Lambertian model to estimate object shape by means of photometric stereo. Sanderson, Weiss and Nayar [81] used the double-delta specular model to determine the shape of specular surfaces by means of the structured highlight technique. He and Torrance et al [25] developed a comprehensive physical model that described specular, directional diffuse, and uniform diffuse reflection by a surface. Recently Oren and Nayar [62] generalized the Lambertian model and demonstrated its usefulness in machine vision.

The above models and their applications have proven that the Lambertian model does reasonably well in describing diffuse reflections. On the other hand, specular models perform well only when the object surface is smooth. In general, approaches to the study of reflection can be classified into two categories: physical and geometrical optics. While geometrical models may be considered as mere approximations to physical models, they possess simpler mathematical forms that often render them more usable than physical models. Two specific models that have been reported to fit experimental data very well are the Beckmann-Spizzichino (physical optics) model [4] and the Torrance-Sparrow (geometrical optics) model [85], which have received considerable attentions from the vision research community. Both of them assume that the light source is at a great distance from the surface, so that all light rays that are incident upon the surface area are nearly parallel to one another. For ring light, however, these two models are not directly applicable and need to be further formulated.
4.4 Modeling of Ring Light

4.4.1 Radiometric Definitions

To analyze illumination and surface reflection, it is useful to introduce some radiometric terms first. As shown in Fig. 4.3, all directions are represented by the polar angle $\theta$ and the azimuth angle $\phi$. The light source is determined by its polar angle $\theta_i$ and azimuth angle $\phi_i$. The monochromatic flux $d\Phi_i$ is incident on the surface area $dA_s$ from the direction $\theta_i$, and a fraction of it, $d\Phi_r$, is reflected in the direction $(\theta_r, \phi_r)$. The irradiance $I_s$ of the surface is defined as the incident flux density:

$$I_s = \frac{d\Phi_i}{dA_s} \quad (4.1)$$

The radiance $L_r$ of the surface is defined as the flux emitted per unit fore-shortened area per unit solid angle. The surface radiance in the direction $(\theta_r, \phi_r)$ is defined as:

$$L_r = \frac{d\Phi_r}{dA_s \cos \theta_r d\omega_r} \quad (4.2)$$

The bi-directional reflectance distribution function (BRDF) of a surface $f_r$ is a measure of how bright the surface appears when viewed from a given direction, when it is illuminated from another given direction. The BRDF is defined as:

$$f_r = \frac{L_r}{I_s}. \quad (4.3)$$

![Figure 4.3: Basic geometry needed to define radiometric terms](image-url)
4.4.2 Surface Models

The manner in which light is reflected by a surface is dependent on, among other factors, the microscopic shape characteristics of the surface. A smooth surface, for instance, may reflect incident light in a single direction, while a rough surface will tend to scatter light in various directions, maybe more in some directions than others. To be able to accurately predict the reflection of incident light, we must have prior knowledge of the microscopic surface irregularities, in other words, we need a model of the surface. An exact profile of a surface can be obtained by measuring the height at each point on the surface by means of profilometer sensors (refer to Subsection 2.3.5 of Chapter 2 for details). This method, however, is quite cumbersome (due to complicated operation, slow mechanical scanning or focusing, etc.) and also inapplicable in many practical situations, for instance the current online wear monitoring project in which the surface is in motion. Hence it is convenient to model a surface as a random process, where it is described by a statistical distribution of either surface height above a mean level, or its slope with respect to mean (macroscopic) surface slope.

Height Distribution Model

The surface height \( h \) may be expressed as a random function of the surface coordinates \( x \) and \( y \). The shape of the surface is then determined by the probability density function of \( h \). Let \( h \) be normally distributed, with zero mean value and variance \( \sigma_h^2 \). Then the distribution of \( h \) is given by:

\[
p_h(h) = \frac{1}{\sqrt{2\pi\sigma_h}} e^{-\frac{h^2}{2\sigma_h^2}} \tag{4.4}
\]

The standard deviation \( \sigma_h \) is also the root mean square (RMS) of \( h \) and represents the roughness of the surface. We will also refer \( \sigma_h \) as to RMS roughness\(^1\) hereafter. The surface is not uniquely described by the distribution of \( h \), however, as it does not give spatial information about how the height varies in the lateral direction. In order to strengthen the surface model, an autocorrelation function (ACF) that determines the correlation (or lack of independence) between the random values assumed by the height \( h \) at two points \((x_1, y_1)\) and \((x_2, y_2)\), separated

---

\(^1\)Historically, RMS roughness is defined also as: \( R_q = \sqrt{\frac{1}{L} \sum_{s=0}^{L} [z(s) - z(s)]^2} \), where \( L \) is the evaluation length, \( z(s) \) is the surface height at a point \( s \) in the surface profile and, \( z(s) \) is the average height of the surface profile.
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by a distance $\tau$. For the sake of simplicity, a one-dimensional (1D) ACF is presented here. The ACF $A(\tau)$ is defined as the expected product of two heights $h(s)$ and $h(s + \tau)$ at points $s$ and $(s + \tau)$:

$$A(\tau) = E[h(s)h(s + \tau)] = \frac{1}{L} \sum_{s=0}^{L} h(s)h(s + \tau) \tag{4.5}$$

where $E$ denotes expectation and $L$ the sample length. When $\tau = 0$, $A(\tau)$ is equal to the variance $\sigma_h^2$ of the surface heights.

The ACF can be described by the fairly general function:

$$A(\tau) = e^{-\frac{\tau^2}{T^2}} \tag{4.6}$$

where $T$ is the correlation distance, for which $A(\tau)$ drops to the value $e^{-1}$. By varying the parameters $\sigma_h$ and $T$ of the surface model, we can generate surfaces that match in appearance the surfaces met in practice. Moreover, we also can use another height distribution function and/or another autocorrelation coefficient than the ones given above if the performance of the model is dissatisfied.

Slope Distribution Model

It is sometimes convenient to think of a surface as a collection of planar micro-facets as the scattering of light rays has been found to be dependent on the local slope of the surface and not the local height of the surface. A large set of micro-facets constitutes an infinitesimal surface patch that has a mean surface orientation $\mathbf{n}$. Each micro-facet, however, has its own orientation which may deviate from the mean surface orientation by an angle $\alpha$ (see Fig. 4.4). We will also use $\alpha$ to represent the slope of each micro-facet. Surfaces can be modeled by a statistical distribution of the micro-facet slopes. If the surface is isotropic, the probability distribution of the micro-facet slopes may be assumed to be rotationally symmetric. Let the micro-facet slopes to be normally distributed, with zero mean value and standard deviation $\sigma_\alpha$:

$$p_\alpha(\alpha) = \frac{1}{\sqrt{2\pi}\sigma_\alpha} e^{-\frac{\alpha^2}{2\sigma_\alpha^2}} \tag{4.7}$$

Surface roughness in this case is determined by a single parameter, namely $\sigma_\alpha$. Larger values of $\sigma_\alpha$ may be used to model rougher surfaces. We will also refer $\sigma_\alpha$ as to RMS slope$^2$ hereafter. The advantages of using a single parameter come

$^2$RMS slope is historically defined as $m_{rms} = \sqrt{\frac{1}{L} \sum_{s=0}^{L} (z'(s) - \overline{z'(s)})^2}$, where $z'(s)$ is the derivative of the function $z(s)$ at point $s$. 
with the cost of a weaker model when compared to the height model. Given a probability distribution function of $\alpha$, it is difficult to visualize the shape of the surface and to estimate the RMS roughness. The slope model, though relatively ambiguous, is more directly applicable to the problem of surface reflection.

The slope model may also be derived from the height model. For example, if the surface height is assumed to be normally distributed with RMS roughness $\sigma_h$ and correlation distance $T$, the slope distribution can be determined from the height distribution as [4]:

$$p_\alpha(\alpha) = \frac{T}{2\sigma_h\sqrt{\pi}\cos^2 \alpha} \exp \left[ -\frac{\tan^2 \alpha}{(2\sigma_h/T)^2} \right]$$

(4.8)

And when rough surfaces are gently varying, the slopes ($\alpha$) of most facets are small. The RMS slope $\sigma_\alpha$ maybe related to RMS roughness $\sigma_h$ as [61]:

$$\sigma_\alpha = \frac{1}{\sqrt{2}} \tan^{-1} \frac{2\sigma_h}{T}$$

(4.9)

Note that in practice the values of both the RMS roughness and RMS slope are measuring instrument dependent. The length of the sample, the area resolution and the sampling rate all affect the roughness parameters – this being especially true for the RMS slope [93].

Both height and slope models have been used to develop surface reflectance models by the vision research community, for instance, Beckmann-Spizzichino [4] used a surface height distribution model to derive the reflectance model while Torrance-Sparrow [85] used a surface slope distribution model. In this thesis we use the slope distribution model to model the surface reflection under ring light illumination for its simplicity.

### 4.4.3 Ring Light Illumination Model

Before we derive the reflectance model, ring light illumination is modeled. We first formulate its radiometric characteristics. As Fig. 4.5 shows, suppose the
**4.4 Modeling of Ring Light**

nominal plane of the surface is located at \( z = 0 \) and the ring light is parallel to the nominal plane at \( z = h \), its center lying at \((0, 0, h)\) as illustrated in Fig. 4.5 (a). Furthermore, suppose the ring light is a circular strip with radius \( r \) and width \( w \) (which is assumed small) (see Fig. 4.5 (b)). Then the ring area element \( dA_i \) can be expressed as

\[
dA_i = wrd\varphi
\]  

(4.10)

Consider an infinitesimal surface area \( dA_s \) illuminated by a ring element \( dA_i \) at an angle of incidence \( \theta_i \), as shown in Fig. 4.6. Let \( d\omega_i \) and \( d\omega_s \) represent the solid angles subtended by the ring element \( dA_i \) and surface patch \( dA_s \) respectively. Then the flux incident on \( dA_s \) may be determined from the source radiance \( L_i \) as:

\[
d\Phi_i = L_i d\omega_s dA_i
\]  

(4.11)

From the solid angles subtended by the surface and source areas, we obtain:

\[
dA_i = d\omega_i \ell^2
\]  

(4.12)

\[
d\omega_s = \frac{dA_s \cos \theta_i}{\ell^2}
\]  

(4.13)
Substituting Eqs. (4.12) and (4.13) into Eq. (4.11), we obtain:
\[ d\Phi_i = L_id\omega_i dA_s \cos \theta_i \]  
(4.14)

Thus the surface irradiance is determined from the above equation as:
\[ dI_s = \frac{d\Phi_i}{dA_s} = \frac{L_idA_i}{\ell^2} \cos \theta_i = \frac{L_i w r \cos \theta_i}{\ell^2} d\varphi \]  
(4.15)

As the illumination scheme is cylindrically symmetrical, the surface irradiance needs to be calculated only along the x-axis. Thus the obtained irradiance along the x-axis will correspond to the irradiance along any line through the origin in the z = 0 plane. Consider the point\(^3\) at the x-axis be (x, 0, 0) as shown in Fig. 4.5. Because of cylindrical symmetry the irradiance from only a half-ring can be calculated, and the complete irradiance is then obtained by doubling the result. From Fig. 4.5 we obtain:
\[ \ell = \sqrt{x^2 + h^2 + r^2 - 2xr \cos \varphi} \]  
(4.16)

\[ \cos \theta_i = \frac{h}{\sqrt{x^2 + h^2 + r^2 - 2xr \cos \varphi}} \]  
(4.17)

By combining Eqs. (4.15), (4.16), (4.17) and integrating over an angle \( \varphi \) from 0 to \( \pi \), the irradiance at the point (x, 0, 0) is obtained:
\[ I_s(x) = 2 \int_0^\pi \frac{hwrL_i}{\sqrt{(x^2 + h^2 + r^2 - 2xr \cos \varphi)^3}} d\varphi, \]  
(4.18)

which is equal to the irradiance at every point along the circle centered at the

\(^3\)Here point means an infinitesimal surface patch, same hereafter in this chapter.
origin with radius $|x|$. The solution to Eq. (4.18) is

$$I_s(x) = \frac{4hwrl}{(h^2 + (x + r)^2)^{3/2}} \left( -\frac{4xr}{h^2 + (x - r)^2} \right) \mathcal{E}(-\frac{4xr}{h^2 + (x - r)^2}),$$  \hspace{1cm} (4.19)

where $\mathcal{E}(m)$ is the complete elliptic integral of the second kind.

According to Eq. (4.19), Fig. 4.7 shows the calculated irradiance distribution along the $x$-axis for different ring heights $h$, where the ring radius $r = 16.65mm$ is fixed. The irradiance in this figure is normalized by the maximum for $h = 30mm$ (same hereafter unless otherwise explicitly stated). It can be seen that decreasing the ring height will introduce peaks in the irradiance distribution at approximately $|x| = r$ while increasing the ring height decreases the irradiance. When the ring is located at a proper height range, uniform illumination on the nominal plane of the surface is achieved when $|x| \leq r$ (for instance, when $h = 15mm$). In the current imaging system, the field of view (FOV) of the microscope (about $3.5mm \times 2.8mm$ at magnification 2.5X) is far smaller than the area that the ring covers, hence uniform illumination on the surface nominal plane can be easily achieved.

In order to achieve this relatively simple solution, in this model we do not take the output beam angular restriction of the ring light into account. In practice, however, a ring light guide does have a limit to the output beam angle to prevent the light rays from reaching the direction that we do not want. This will be discussed again in the validation of the model in the following subsection.

Another note is that, in the above derivation, uniform illumination is achieved
on the surface nominal plane which is in parallel to the ring and perpendicular to the optical axis of the imaging system. The normal of the nominal plane is the mean orientation of the whole surface of interest, not necessarily the same as the mean orientation \( n \) of a particular infinitesimal surface patch discussed in Subsection 4.4.2. But we may consider the orientation of the nominal plane as the mean of all the orientations of the infinitesimal surface patches of interest. Bearing this in mind is very helpful to well understand the reflectance model discussed in Subsection 4.4.5.

In addition, since all the points on a real surface with certain roughness do not necessarily locate on the nominal plane, under ring light illumination the irradiance on a real surface still has certain contrast even if the ring light locates within the height range where uniform illumination is obtained on the nominal plane.

4.4.4 Validation of the Illumination Model

Some irradiance measurement from a real ring light was conducted to validate the illumination model. The ring light illumination in the experiment is provided by a StockerYale ImageLite™ Model 20 fiber optic illuminator [31] which is coupled to a ring light guide [32] (see also Fig. 4.8).

![Figure 4.8: Technical image of a ring light guide (adapted from [30])](image)

The radius of the ring light is 16.65 mm. Due to cylindrical symmetry of the ring light illumination, we measured the irradiance distribution along the \( x \)-axis (as illustrated in Fig. 4.5) at four height positions, namely \( h = 30 \text{ mm} \), \( h = 20 \text{ mm} \), \( h = 15 \text{ mm} \) and \( h = 10 \text{ mm} \). The irradiance was measured by a universal photometer (Hagner, model S2, the detector size of which is 10 mm in diameter). The measured results are shown in Fig. 4.9. For the same ring height \( h = 30 \text{ mm} \), the predicted and measured irradiance distributions along the \( x \)-axis are shown together in Fig. 4.10.

From Fig. 4.9 we can see that the irradiance curves measured from the real ring light have a similar shape as those predicted by the illumination model. And
when the ring height drops, the measured irradiance curves become wider like those predicted. In contrast to the predicted irradiance becoming bigger as the ring height drops (see Fig. 4.7), the measured one first increases and then starts to decrease from a certain height on. This may be due to the fact that the real ring light has an output beam angle restriction (the output beam angle in this case is $20^\circ$, see Fig. 4.8) while the model does not have such angular restriction. For the same reason, the measured irradiance drops much quickly than that predicted by the model (see Fig. 4.10). For $h = 10\, \text{mm}$, the two peaks of the measured irradiance curve are not equal or symmetric, which is not expected as that in Fig. 4.7. This is mainly caused by the physical mounting error of the ring light in practice where the ring may tilt a little. The little height difference at both sides of the ring results in big irradiance difference especially when the ring height is small. On the other hand, during the measurement, the orientation of the sensor surface is not always the same as that of the nominal plane. Nevertheless, in practice, the ring light does not work at that low height position.

To exactly work out the illumination model for this particular ring light is beyond the scope of this thesis. Nevertheless, the irradiance distribution from the measurement more or less validates the illumination model for an ordinary ring light. On the other hand, as stated in the previous subsection, the FOV of the imaging system in practice only covers a small area in the center illuminated by the ring light, where uniform illumination is easily achieved.

**Figure 4.9:** Irradiance distribution along $x$-axis measured at different ring height
As the objective of this research is to detect wear from image sequences, we are interested in a reflectance model by which some insight into the characteristics of the images may be obtained. In the next subsection, we are going to derive a surface reflectance model under ring light illumination.

### 4.4.5 Reflectance Model Under Ring Light Illumination

Generally, in terms of reflectance characteristics surfaces can be classified as two categories: Lambertian and non-Lambertian. For a Lambertian surface, its radiance is independent of the viewing direction of the sensor; it appears equally bright from all directions. Its BRDF is \( f_r = \frac{\varepsilon}{\pi} \) where the albedo \( \varepsilon \) represents the fraction of incident energy that is reflected by the surface. Since most surfaces we study in the current project are non-Lambertian, in the following we only consider non-Lambertian surfaces.

For non-Lambertian surfaces, the radiance from any point on the surface is dependent on the angle of incidence as well as the viewing direction. Next we are going to derive a reflectance model for non-Lambertian surfaces illuminated by ring light, based on the Torrance-Sparrow model.

As mentioned previously, in the current project we are only interested in wear occurring on metallic surfaces. For such surfaces, specular reflection is dominant. The Torrance-Sparrow model was developed with the aim of describing the mecha-
nism for specular reflection by rough surfaces. In this model the surface is modeled as a collection of planar micro-facets. As explained in Subsection 4.4.2, the surface has a mean surface orientation \( \mathbf{n} \), the slope \( \alpha \) of each planar facet with respect to the mean orientation is described by a probability distribution. Each facet reflects incident light in the specular direction determined by its slope. Since the facet slopes are randomly distributed, light rays are scattered in various directions. Torrance and Sparrow have assumed the facet slopes to be normally distributed. Furthermore, they have assumed the distribution to be rotationally symmetric about the mean surface normal \( \mathbf{n} \). Accordingly, the facet slopes may be represented by a 1D normal distribution (later on in Section 4.5 we will further explain that the model is not sensitive to the slope distribution):

\[
p_{\alpha}(\alpha) = ce^{-\frac{\alpha^2}{2\sigma^2}} \quad (4.20)
\]

Consider the geometry shown in Fig. 4.11, the surface area \( dA_s \) is located at the origin of the coordinate frame, and its surface normal points in the direction of the \( z \)-axis. The surface is illuminated by a beam of light that is incident on the surface at the angle \( (\theta_i, \phi_i) \). We are interested in determining the radiance of the surface in the direction \( (\theta_r, \phi_r) \). Only those planar micro-facets whose normal vectors lie within the solid angle \( d\Omega' \) are capable of specularly reflecting light flux that is incident at the angle \( (\theta_i, \phi_i) \) into the infinitesimal solid angle \( d\Omega_r \). From the angles \( \theta_i, \phi_i, \theta_r, \) and \( \phi_r \), we can determine the local angle of incidence \( \theta'_i \) and slope \( \alpha \) of the reflecting facets:

\[
\theta'_i = \frac{1}{2} \cos^{-1}(\cos \theta_r \cos \theta_i + \sin \theta_r \sin \theta_i \cos(\phi_r - \phi_i)) \quad (4.21)
\]

\[
\alpha = \cos^{-1}\left(\frac{\cos \theta_r + \cos \theta_i}{2 \cos \theta'_i}\right) \quad (4.22)
\]

For an angle of incidence \( (\theta_i, \phi_i) \), the radiance in the direction \( (\theta_r, \phi_r) \) of a rough surface patch whose facet slopes are normally distributed with standard deviation \( \sigma_\alpha \) may be expressed as (for detailed derivation refer to [85, 61]):

\[
L_r(\theta_i, \phi_i, \theta_r, \phi_r) = k_{\text{spec}} G(\theta_i, \phi_i, \theta_r, \phi_r) F(\theta'_i, \eta') \frac{L_i(d\omega_i)}{\cos \theta_r} e^{-\frac{\alpha^2}{2\sigma^2}} \quad (4.23)
\]

where \( G(\theta_i, \phi_i, \theta_r, \phi_r) \) is a geometrical attenuation factor when shadowing and masking effects\(^4\) are considered, \( F(\theta'_i, \eta') \) the Fresnel reflection coefficient, \( \eta' \) represents the complex index of refraction and \( k_{\text{spec}} \) a constant that determines the

\(^4\) Shadowing and masking effects arise from the obstruction of incident or reflected light rays, which depend on the angle of incidence and the angles of reflection.
fraction of incident energy that is specularly reflected. As a matter of fact, the rad-
\[ L_r \in \text{Eq. (4.23)} \]
\[ \text{represents the expectation of the radiance in the direction } (\theta_r, \phi_r). \]

Next we derive the radiance from any point \((x, y)\) on the surface when viewing from the direction \((\theta_r, \phi_r)\) under ring light illumination. For simplicity, first we assume that within the surface area of interest all surface patches (which consist of planar micro-facets) have the same mean orientation \(n\) so that the orientation of the nominal plane is also \(n\). Consider an arbitrary point \((x, y)\) on the surface (see Fig. 4.12), for a ring element \(dA_i\) with radiance \(L_i\) illuminating at the angle \((\theta_i, \phi_i)\), then the reflected radiance at the direction \((\theta_r, \phi_r)\), according to Eq. (4.23), may be written as:

\[
dL_r(x, y, \theta_r, \phi_r) = k_{\text{spec}}G(\theta_i, \phi_i, \theta_r, \phi_r)F(\theta_i', \eta_i') \frac{L_i d\omega_i}{\cos \theta_r} e^{-\frac{\alpha^2}{2\sigma^2}} \tag{4.24}
\]
From Fig. 4.12 we have:

\[ \theta_i = \cos^{-1}\left(\frac{h}{\ell}\right) \]  
\[ \ell = \sqrt{h^2 + (x - r \cos \varphi)^2 + (y - r \sin \varphi)^2} \]  
\[ \phi_i = \begin{cases} 
\tan^{-1}\left(\frac{y - r \sin \varphi}{x - r \cos \varphi}\right) & \text{if } r \cos \varphi \geq x \text{ and } r \sin \varphi \geq y; \\
\pi + \tan^{-1}\left(\frac{y - r \sin \varphi}{x - r \cos \varphi}\right) & \text{if } r \cos \varphi \leq x; \\
2\pi + \tan^{-1}\left(\frac{y - r \sin \varphi}{x - r \cos \varphi}\right) & \text{if } r \cos \varphi \geq x \text{ and } r \sin \varphi \leq y.
\end{cases} \]  

Substituting Eqs. (4.10), (4.12) and (4.26) into Eq. (4.24) and integrating \( dL_r \) over \( \varphi \) from 0 to \( 2\pi \), we obtain the reflected radiance at the direction \( (\theta_r, \phi_r) \) from any point \( (x, y) \) on the surface:

\[ L_r(x, y, \theta_r, \phi_r) = \int_0^{2\pi} \frac{k_{\text{spec}}w_rL_i G(\theta_i, \phi_i, \theta_r, \phi_r) F(\theta'_i, \eta')}{{h^2 + (x - r \cos \varphi)^2 + (y - r \sin \varphi)^2}} e^{-\frac{\alpha^2}{2\sigma^2}} d\varphi. \]  

Eq. (4.28) represents the radiance of any point \( (x, y) \) on the surface reflected at the direction \( (\theta_r, \phi_r) \) under ring light illumination. In the next Subsection we shall address the relationship between image irradiance and surface radiance.
4.4.6 Surface Radiance and Image Irradiance

It is necessary to find out the relationship between surface radiance and image irradiance as we are working on intensity images captured by the imaging system. Each pixel in a digital intensity image is represented in gray levels, which are quantized measurements of image irradiance. Consider the image formation geometry shown in Fig. 4.13. For convenience, we will use the areas and solid angles shown in the figure to determine the surface radiance. The surface element $dA_s$, is projected by the lens onto an area $dA_{im}$ on the image plane. Since the solid angles subtended from the center $O$ of the lens by both areas $dA_s$ and $dA_{im}$ are equal, we can relate the two areas as:

$$dA_s = \frac{dA_{im} \cos \gamma \left( \frac{z}{f} \right)^2}{\cos \theta_r}, \quad (4.29)$$

where $\gamma$ is the off-axis angle$^5$. As the viewing direction $\theta_r$ varies, we see that the surface area $dA_s$ that is projected onto the same image element (pixel) area changes as a function of $\theta_r$. Since the image element area $dA_{im}$ is constant for a given sensor, the surface area $dA_s$, must be determined from $dA_{im}$. All light rays

---

$^5$The angle between the optical axis and the line from the center of the surface element to the entrance aperture nodal point.
radiated from \( dA_s \) that are incident on the lens area \( A_l \) are projected onto the image area \( dA_{im} \). The solid angle \( \omega \) subtended by the lens when viewed from the area \( dA_s \) is determined as

\[
\omega = \frac{A_l \cos \gamma}{(z' / \cos \gamma)^2} = \frac{\pi}{4} \left( \frac{d}{z} \right)^2 \cos^3 \gamma
\]  

(4.30)

where \( d \) is the diameter of the entrance aperture. The flux \( d\Phi_r \) in Eq. (4.2) is the radiant flux received by the lens area \( A_l \), which is projected to the image element area \( dA_{im} \), i.e. the flux received by the image element is:

\[
d\Phi_{im} = L_r \omega dA_s \cos \theta_r
\]  

(4.31)

By substituting Eq. (4.29) and Eq. (4.30) into Eq. (4.31), we get

\[
d\Phi_{im} = L_r dA_{im} \frac{\pi}{4} \left( \frac{d}{f} \right)^2 \cos^4 \gamma
\]  

(4.32)

Thus the image irradiance is:

\[
I_{im} = \frac{d\Phi_{im}}{dA_{im}} = L_r \frac{\pi}{4} \left( \frac{d}{f} \right)^2 \cos^4 \gamma.
\]  

(4.33)

That is, image irradiance is proportional to surface radiance. And the sensitivity of such an imaging system is not uniform over an image, but is constant for a particular point in the image. Ideally, an imaging device is calibrated so that this variation\(^6\) in sensitivity as a function of \( \gamma \) can be removed. Other kinds of imaging systems, such as a microscope in the current case, lead to somewhat different expressions. Generally, however, image irradiance is proportional to surface radiance in such systems too [28]. Thus, the image irradiance is determined by the corresponding surface radiance and intrinsic camera parameters. For this reason, in the following we only discuss surface radiance \( L_r \).

### 4.4.7 Evaluations

Because of the complexity of Eq. (4.28), it is very difficult, if not impossible, to find an analytical closed-form solution without simplification. For this reason numerical evaluations of this integral, instead, will be conducted in the following discussion.

We ignore the shadowing and masking effects in illumination and reflection, i.e. let \( G(\theta_i, \phi_i, \theta_r, \phi_r) = 1 \), and take \( F(\theta'_i, \eta'_i) \) as a constant for simplicity. Note

\(^6\)It is referred to as vignetting in photography.
that for smooth surfaces, if $\theta_i' < 70^\circ$, $F(\theta_i', \eta')$ is nearly constant [61] (see Fig. 4.14). Thus Eq. (4.28) may be simplified as:

$$L_r(x, y, \theta_r, \phi_r) = \int_0^{2\pi} ke^{-\frac{\sigma^2}{2\sigma_\alpha^2}}.$$  (4.34)

where $k = k_{spec wr} F(\theta_i', \eta')$ is considered as a constant. From Eqs. (4.25), (4.26), (4.21) and (4.22) we can see that $\alpha$ is a function of $\phi$.

We first consider $\theta_r = 0$ in the evaluation. Fig. 4.15 shows the normalized radiance diagram reflected at the direction $\theta_r = 0$, where $h = 20mm$, $r = 16.65mm$, $\sigma_\alpha = 0.45$. Actually the radiance reflected at the direction $\theta_r = 0$ is rotationally symmetric along the z-axis under the assumption that all surface patches have the same mean orientation $n$ as mentioned in Subsection 4.4.5. So in the following we only consider the radiance reflected from the points along the $x$-axis. Radiance curves along the $x$-axis for different surface roughness $\sigma_\alpha$ are given in Fig. 4.16, where $h = 20mm$ and $r = 16.65mm$. From this figure one can find that $\sigma_\alpha$ has a significant effect on the radiance, a larger roughness corresponding to a larger radiance in the direction $\theta_r = 0$. This is due to the fact that specular reflection is assumed to occur on each facet. For rougher surfaces (larger $\sigma_\alpha$), light rays are scattered in more directions and more light rays reflected at the direction $\theta_r = 0$, whereas for smoother surfaces (small $\sigma_\alpha$), light rays are more reflected to a small range of specular directions, less at the direction $\theta_r = 0$. In addition, one also can find that at a specific range of surface roughness (for instance, when

Figure 4.14: Typical plot of the Fresnel reflection coefficient as a function of the local incidence angle (adapted from [61]).
0.4 < \sigma_\alpha < \pi/3 in the current case), uniform reflection is achieved (when |x| < r). When the viewing angle \theta_r \neq 0, the radiance will be not rotationally symmetric (see Fig. 4.17), where h = 10\,mm, r = 16.65\,mm and \sigma_\alpha = 1.2), but symmetric with respect to the line y = x\tan(\phi_r). Fig. 4.18 shows the radiance curves along the line y = x\tan(\phi_r + \pi/2) when viewed from different directions, where h = 10\,mm, r = 16.65\,mm and \sigma_\alpha = 1. Note that the term \cos \theta_r appears in the denominator of the model (see Eqs. (4.28) and (4.34)), therefore radiance increases with the increase of reflection polar angle \theta_r (see Fig. 4.17 and Fig. 4.18), with \theta_r = \pi/2 it approaching infinity. In reality this may not happen. As a matter of fact, with the increase of the angle of reflection \theta_r, masking and shadowing will become dominant, i.e. the geometrical attenuation factor G(\theta_i, \phi_i, \theta_r, \phi_r) decreases faster than 1/\cos \theta_r. Therefore when \theta_r is large, we must take masking and shadowing effects into consideration.

When considering masking and shadowing effect, the final expression of G(\theta_i, \phi_i, \theta_r, \phi_r) is found to be [85, 61]:

\[
G(\theta_i, \phi_i, \theta_r, \phi_r) = \min\left(1, \frac{2 \cos \alpha \cos \theta_r}{\cos \theta_i'}, \frac{2 \cos \alpha \cos \theta_i}{\cos \theta_i'}\right).
\] (4.35)

Fig. 4.19 shows the radiance curves when masking and shadowing effect is considered, where h = 10\,mm, r = 16.65\,mm and \sigma_\alpha = 1.2. As mentioned earlier, the FOV of the camera is much smaller than the ring light covers. From the magnified view we can see that for a particular viewing angle \theta_r the radiance fluctuation within the FOV is small.
Figure 4.16: Radiance (normalized by the maximum for $\sigma_\alpha = \frac{\pi}{3}$) along $x$-axis viewed at the direction $\theta_r = 0$ for different surface roughness.

Figure 4.17: Radiance (normalized by the maximum for $\theta_r = \frac{\pi}{3}$) along $x$-axis reflected at directions of same azimuth angle $\phi_r = \pi$ but different polar angles.
From the above evaluations and analysis, we can see that, under ring light illumination, some parameters of the reflectance model, for instance, surface roughness $\sigma_\alpha$ and viewing direction $\theta_r$ have significant influence on the radiance. Surface radiance increases when surface roughness $\sigma_\alpha$ or viewing angle $\theta_r$ grows (Figs 4.15 to 4.18). However, surface radiance within the FOV of the camera is not very sensitive to the position, which is related to incidence direction of light rays. This is due to uniform illumination from the ring light.

Note that the formula derivation in Subsection 4.4.5 and the above evaluations are all under the assumption that the surface patches of interest have the same mean orientation $\mathbf{n}$. In reality one surface patch has a mean orientation usually different from another, in other words, each surface patch has different local viewing direction $\theta_r$ (see Fig. 4.13) within the FOV of the camera. As it is very complicated to derive an analytical expression for this general case, here we only give some simple qualitative analysis. From above analysis and Figs. 4.17, 4.18 and 4.19, one can anticipate that surface radiance from different points varies due to the difference of local viewing direction $\theta_r$ from different surface patches. Hence, even under uniform illumination surface radiance varies with different local viewing directions (at fixed optical axis of the imaging system).

To qualitatively assess the reflectance model under ring light illumination described above, some experiments were conducted using the current online wear monitoring system (refer to Chapter 3). Fig. 4.20 shows an image of a machined aluminum surface with a wear track generated by the wear tester (with normal load 2N and 5 cycles of rotation). The image was captured at 2.5X magnification. According to the resolution of the imaging system, we assume the size of a surface
Figure 4.19: Radiance (normalized by the maximum for $\theta_r = 1.5$) along $x$-axis reflected at directions of same azimuth angle $\phi_r = \pi$ but different polar angles (masking and shadowing effect is considered)
patch in this case is about $100 \mu m^2$. Surface roughness measurements\(^7\) were carried out using a Mirau type white-light interference microscope (Micromap), which has a lateral resolution about $1 \mu m$. Thus we may assume the facet size is several $\mu m^2$.

A graylevel coded topographical image of the same surface (not necessarily from the same area of the surface) is shown in Fig. 4.21. The measured RMS roughness $R_q$ of the nonwear part of the surface is $0.34\mu m$ and the roughness of the wear track is $0.14\mu m$. From the measurements we see that the wear track becomes smoother after 5 cycles of rotation, i.e. smaller RMS roughness (see Fig. 4.21), which also means smaller RMS slope (Eq. (4.9)). According to Fig. 4.16, small RMS slope leads to small radiance, accordingly small image irradiance (intensity) (Eq. (4.33)). On the other hand, when the wear track becomes smoother, generally local viewing angles $\theta_r$ of surface patches become smaller when the optical axis of the imaging system is perpendicular to the nominal plane of the surface. According to Figs. 4.17, 4.18, 4.19, a small local viewing angle $\theta_r$ also leads to low radiance, accordingly low image intensity. Besides, according to the illumination model (see Fig. 4.7), when the local surface height becomes smaller, the equivalent height of the ring $h$ becomes bigger. This results in a lower surface irradiance and accordingly a lower radiance (image irradiance). All these together are consistent with the observation in Fig. 4.20 where the wear track becomes darker than the nonwear area of the surface in the image.

Hence, the variance of the image intensity (irradiance) as Fig. 4.20 illustrates

---

\(^7\)Such roughness measurements were conducted by Tasan [83] at Tribology group, University of Twente.
4.5 Discussions

The reflectance model presented above is independent of scale. Naturally, the size of a surface patch considered in the model depends on one’s point of view. The smallest surface area resolved in a particular imaging situation is taken here to be a surface patch.

For the current imaging system in particular, the scale and resolution need to be considered as they determine how large or small wear can be observed. As mentioned earlier in Chapter 3 (see Table 3.1), the FOV of the microscope is about $3.5 \times 2.8 \text{mm}^2$ at 2.5X. Its depth of focus (DOF) is about $30 \mu m$ at 2.5X and $6 \mu m$ at 10X. Its lateral resolution in object space is $9.8 \mu m$ at 2.5X and $4.4 \mu m$ at 10X. Based on the scale and resolution of the current imaging system, we can observe micro-wear occurring within the FOV on a relatively smooth surface with RMS roughness and peak to valley within the DOF. Thus in this case, we may assume the size of a surface patch is about $20 \mu m^2$ at 10X and $100 \mu m^2$ at 2.5X.

This reflectance model is derived from Torrance-Sparrow model by extending from a general point light source to a specific ring light. To make their model more generic, Torrance and Sparrow appended the Lambertian model [48] into
4.5 Discussions

the specular model to account for diffuse reflection that may result from multiple reflections or internal scattering. In our model, however, we did not take diffuse reflection into consideration as under uniform illumination the diffuse reflection part becomes approximately constant from any point on a smooth surface.

In the derivation of the reflectance model we assumed the surface has a Gaussian slope distribution. Fig. 4.22 shows the height image of a machined ball-bearing steel surface and its height distribution. We can see that the Gaussian height distribution model fits the measured data quite well. And from Eq. (4.8), for gently varying rough surfaces with small slopes \((\alpha)\) of most facets, the Gaussian height distributed surfaces are also approximately Gaussian slope distributed and their roughness parameters are related in Eq. (4.9). Fig. 4.23 shows height distributions of the surface shown in Fig. 4.21 (a). From Figs. 4.23 (b) and (c) we can see that the height distribution of either the nonwear part of the surface or the whole surface with a wear track deviates from the Gaussian height distribution much more than the example shown in Fig. 4.22. However, the reflectance model for ring light illumination can be generalized to those surfaces whose slope distribution are not Gaussian shaped, which is often the case in practice. The reason is that, while the Gaussian roughness model appears explicitly in the Torrance-Sparrow model, it is integrated over all azimuth angles under the ring light illumination. As a result, the radiance is less sensitive to the actual surface roughness distribution although the surface radiance value is affected by the statistical surface roughness.

As we know that wear is the surface damage or removal or displacement of material from solid surfaces as a result of relative motion. A wear process either

---

**Figure 4.22:** Surface roughness and its height distribution of a machined ball-bearing steel surface

(a) Gray level coded topographical image

(b) Height distribution of the surface shown (a)
(a) Topographical image from the nonwear part of the surface shown in Fig. 4.21 (a)

(b) Height distribution of the surface shown (a)

(c) Height distribution of the surface shown in Fig. 4.21 (a)

Figure 4.23: Height distributions of the surface shown in Fig. 4.21 (a)
adhesive or abrasive (refer to Chapter 2) will change local surface heights, the mean orientation \( n \) of a local surface patch (local viewing angle \( \theta_r \) meanwhile), local and overall statical surface roughness (\( \sigma_h \) or \( \sigma_a \)), hence, according to the above analysis the surface radiance and image irradiance thereafter will be changed as well. Therefore, by analyzing the image sequences of a wearing surface, captured by the current imaging system with ring light illumination, wear can be detected and monitored. Techniques for detection and monitoring of wear will be presented in Chapter 5 and Chapter 6 respectively.

### 4.6 Conclusions

The following conclusions may be drawn from this chapter:

1. According to the illumination strategy and the features of interest to reveal in the current project, fiber optic ring light may be a proper illumination choice for the imaging system for detection and monitoring of wear.

2. Under ring light illumination, uniform illumination on the nominal plane of the surface can be achieved when the ring is located in a proper height range. Irradiance diagrams predicted by the illumination model are in good agreement with those measured by a photometer.

3. A specular reflectance model, based on the Torrance-Sparrow model, is formulated for ring light illumination. The parameters that affect surface radiance are discussed and evaluated. The radiance variation predicted by the model with respect to the parameters is in good agreement with the measurements from the current imaging system.

4. A wear process that alters surface parameters, such as surface local height, RMS roughness, RMS slope and mean orientations of local surface patches etc., results in changes of surface radiance, image irradiance and image texture thereafter.
Chapter 5

Wear Detection

Detection of wear can be regarded as a texture segmentation problem in most cases. This chapter presents two filtering approaches to wear detection where two types of filters, Gabor filters and optimized filters, are investigated. The experimental results conducted on real wear samples with various surface textures confirmed the usefulness of the filtering approaches to wear detection.
5.1 Introduction

Wear can take place at every phase in the life of parts or machine elements, including the manufacturing process. It plays an important role in determining life span of machine elements. Timely detection of wear, therefore, is highly demanded in many applications in order to predict remaining life of elements, avoid further/bigger damage to a whole system, safeguard product reliability and reduce potential cost.

Modern fabrication of parts typically involves machining, grinding, and polishing to remove material and to create a surface with specific macroscopic dimensions and also microscopic roughness. One of the purposes of this process is to reduce the risk of suffering wear during the surface use. Most surfaces appear as regular textures to a certain extent due to the quasi-periodical process of surface fabrication. Fig. 5.1 shows an example of a surface of stainless steel manufactured by turning operation. From this image one can see approximately parallel strips, corresponding to grooves or lays on a real surface.

As stated in the previous chapter, when a beam of light is reflected by a rough surface, the intensity and pattern of the scattered radiation depend on the roughness heights, the spatial wavelengths of the surface and the wavelength of the light. When one surface slides upon another, the one with softer material wears and its local worn area becomes smoother as the asperities are removed. This will result in apparent texture changes in the images captured by a properly designed imaging system [100], which is described in detail in chapter 3. As a consequence, the worn regions of the surface, referred to as wear patterns in images, can be characterized as texture changes with respect to the wear-free background. The area, shape and orientation of wear patterns carry the information about the wear state of the surface. Thus, wear detection can be considered as a texture analysis problem [101].

In this chapter filtering techniques for online detection of wear are investigated. Two types of filters, namely Gabor filters and optimized filters are applied. The photomicrographs of the surface of the specimen under test are first filtered by these filters so that wear patterns on the surface are strengthened while wear-free regions attenuated. Then wear can be detected by a subsequent classification step.

This chapter is organized as follows: filtering techniques are briefly reviewed in Section 5.2; two proposed approaches to wear detection, using Gabor filters and optimized filters, are described in detail in Section 5.3 and Section 5.4 respectively, where mathematical foundations are provided in Subsections 5.3.1 and 5.4.1; unsupervised approach is described in Subsection 5.3.2 and supervised approach in Subsection 5.4.2; experiments and results of these approaches are given in Subsections 5.3.3 and 5.4.3 followed by discussions in Section 5.5; in the end, conclusions
5.2 Filtering Approaches

As stated in the previous section, most surfaces are present with a certain texture to some extent due to manufacture and machining processes, and wear patterns that occur on them mostly bring in texture changes, therefore, the wear detection problem encountered in textured surfaces can be regarded as a texture analysis problem at microscopic levels. As such, most methods for texture analysis can be used to detect wear on textured surfaces.

During the past decades, numerous approaches were presented for texture analysis [75, 86]. Tuceryan and Jain [86] classified the approaches to texture segmentation into five categories: statistical, geometrical, structural, model-based, and signal processing. The most commonly used techniques are the statistical, model-based and signal processing [72]. For most signal processing approaches, the textured image is passed through a linear transform, a filter or filter bank, followed by some energy measure. Recently Randen and Husøy [72] presented a review of these approaches and referred them as to filtering approaches due to the inherent similarities between these approaches. For statistical approaches, the textures are described by statistical measures. One typical and commonly applied and referenced method is the co-occurrence method introduced by Haralick [24]. For model-based approaches, some image model is assumed, for instance, the multi-resolution autoregressive (AR) model [55], and the Markov random field
(MRF) model [11, 10]. In this thesis we consider only filtering approaches on the wear detection problem for the following reasons: (1) The co-occurrence and AR schemes have a significant computational complexity [10, 72] which makes them not suitable for real-time wear detection; (2) Filtering approaches, on the other hand, can be implemented using fast algorithms, for instance FFT; and (3) they are usually insensitive to noise.

In filtering approaches, Fourier based techniques are good at obtaining global information. Wood [95] and Hosseini-Ravandi [29] used Fourier techniques to characterize textile web images and detect fabric defects. In the next chapter Fourier analytical techniques will be used to estimate the overall wear state of a surface. Fourier based techniques, however, do not provide, in general, enough information on local features. When wear only alters a small area of the image of the surface under detection, it is called local damage. Fourier analysis is usually not suitable for detection of local wear. To detect local wear patterns on the images of textured surfaces, methods that can localize features in the spatial as well as in the frequency domain are preferred in the current project. Digital wavelet transforms (DWT), used as multi-resolution spectral filters, provide both frequency and spatial local information about an image. They have been used to detect local defect in woven fabrics [40, 39]. However, it is difficult to characterize a texture pattern from the wavelet coefficients since the wavelet descriptors depend on pattern location [52].

The human eye is a highly efficient visual system and a robust pattern and texture analyzer. Gabor filters used in visual modeling have been successfully applied to a large variety of early vision tasks [14, 60]. An important property of Gabor filters is that they yield optimal joint localization, or resolution, in both spatial and spatial-frequency domains [13]. Because of such property, their mathematical tractability, as well as their ease of implementation for multi-channel filtering, Gabor filters are extensively used for texture analysis [7, 36, 17, 20, 46, 10], document analysis [54] and object detection [37, 8]. Studies of their ability to detect local microscopic wear with different scales and orientations in photomicrographs are unknown to the author.

If sufficient prior knowledge about certain texture, for instance, scales and orientations of some wear patterns in the current project is available, optimized filters can be designed to achieve optimal texture segmentation. Optimized Gabor filters [16] or infinite impulse response (IIR) filters with respect to one texture representation are filters with only a few free parameters, thus search space is very restricted [73]. A general form of finite impulse response (FIR) generally has many more free parameters and is often used in texture segmentation [73, 47].

Multichannel Gabor filters and Optimized filters with optimal energy separation will be investigated in this chapter for wear detection for their advantages
mentioned above. In the following sections, we will first present the mathematical background of these two filters, then discuss how to apply them to wear detection in detail, respectively.

5.3 Wear Detection by Gabor Filters

5.3.1 Introduction to Gabor filters

In the spatial domain, the Gabor function is a complex exponential modulated by a Gaussian function. The Gabor function forms a complete but nonorthogonal basis set and its impulse response in the 2D plane has the following general form [46, 54]:

![Perspective view of a typical Gabor function in spatial domain](image)

(a) Real component
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**Figure 5.2:** Perspective view of a typical Gabor function in spatial domain
\[ g(x, y) = \frac{1}{2\pi\sigma_x\sigma_y} \exp\left[-\frac{1}{2}\left(\frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2}\right) + 2\pi j u_0 x\right] \] (5.1)

where \( u_0 \) denotes the radial frequency of the Gabor function along \( x \)-axis (i.e. the 0° orientation), \( \sigma_x \) and \( \sigma_y \) the standard deviation of the Gaussian envelope along the \( x \) and \( y \) axes. Fig. 5.2 shows the perspective plot of a typical Gabor filter in the spatial domain. In the frequency domain, the Gabor function acts as a band-pass filter and the Fourier transform of \( g(x, y) \) is:

\[ G(u, v) = \exp\left[-\frac{1}{2}\left(\frac{(u - u_0)^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2}\right)\right] \] (5.2)

where

\[ \sigma_u = \frac{1}{2\pi\sigma_x}, \] (5.3)

\[ \sigma_v = \frac{1}{2\pi\sigma_y}. \] (5.4)

A self-similar\(^1\) filter bank can be obtained by appropriate dilation and rotation of \( g(x, y) \) through the generating function

\[ g_{mn}(x, y) = \xi^{-m} g(x', y') \] (5.5)

where \( x' = \xi^{-m}(x \cos \theta_n + y \sin \theta_n), \ y' = \xi^{-m}(-x \sin \theta_n + y \cos \theta_n), \ \xi > 1, \ m = 1, 2, \ldots, P, \ n = 1, 2, \ldots, Q \). The integer subscripts \( m \) and \( n \) represent the index for scale (dilation) and orientation (rotation), respectively. \( P \) is the total number of scales and \( Q \) is the total number of orientations in the self-similar Gabor filter bank. For each orientation \( n \), the angle \( \theta_n \) is given by

\[ \theta_n = (n - 1)\pi/Q. \] (5.6)

The scale factor \( \xi^{-m} \) in (5.5) ensures that the energy \( E_{mn} = \int_{-\infty}^{\infty} |g_{mn}(x, y)|^2 \, dx \, dy \) is independent of \( m \) [54]. Thus, all the filters in the Gabor filter bank have the same energy, irrespective of their scale and orientation.

The nonorthogonality of the Gabor functions implies that there is redundant information in the filtered images. As illustrated in [54] the parameters of the Gabor filter bank, \( \xi, \ \sigma_x \) and \( \sigma_y \) are computed using the following formulas to ensure that the half-peak magnitude responses of adjacent filters touch each other as shown in Fig. 5.3 to reduce redundancy:

\(^1\)By self-similar we mean Gabor functions with similar geometrical shape but different scale and orientation.
Figure 5.3: The contours indicate the half-peak magnitude responses of the $4 \times 4$ Gabor filter bank. The filter parameters used are $u_h = 0.4$, $u_l = 0.06$, $P = 4$ and $Q = 4$.

\[
\begin{align*}
\xi &= \left( \frac{u_h}{u_l} \right)^{\frac{1}{P-1}} \\
\sigma_x &= \frac{\sqrt{2 \ln 2(\xi + 1)}}{2\pi u_h(\xi - 1)} \\
\sigma_y &= \left( 2\pi \tan \left( \frac{\pi}{2Q} \right) \sqrt{\frac{u_h^2}{2\ln 2} - \frac{1}{(2\pi \sigma_x)^2}} \right)^{-1}
\end{align*}
\]

(5.7)

where $u_0 = u_h$, and $u_l$ and $u_h$ are the lowest and highest frequencies of interest. The mathematical derivation of these formulas (5.7) can be found in Appendix A. A bank of self-similar Gabor filters formed by rotation (varying $n$) and dilation (varying $m$) of the basic Gabor filter (5.1) is used to perform power spectrum sampling of the image of the surface under detection.

Each of the complex Gabor filters has real (even) and imaginary (odd) parts that can be conveniently implemented as the spatial masks of size $N \times N$. In order to have a symmetrical region of support, $N$ is preferred to be an odd number.

In [46] the real and imaginary part of each of the complex Gabor functions are used for filtering. In our work, only the real part of Gabor function is adopted,
i.e., Eq. (5.1) is replaced with Eq. (5.8)

\[ g(x, y) = \frac{1}{2\pi\sigma_x\sigma_y} \exp\left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] \cos(2\pi u_0 x) \] (5.8)

Since the real part of the Gabor function acts as a blob (or bar) detector [8] and the imaginary part acts as an edge detector [59, 9], using the combination of real and imaginary parts of the Gabor function might offer better localization of wear patterns than only using the real part. However, in surface inspection, the detection of wear is more important than the localization of wear or the edges. Therefore, the goal of precise wear localization or edge localization has not been considered in this work. In addition, our experiments also show that the imaginary part does not provide further improvement for the detection of wear patterns. On the other hand, speed is a big concern for real-time online wear detection and monitoring. Timely detection of wear from real-time images requires high computation speed. Using only the real part greatly saves computational load but not much reduces the performance of detection.

### 5.3.2 Unsupervised Wear Detection

Segmentation of a similar class of local wear patterns with *a priori* knowledge about the orientation and size of a sample wear can be regarded as *supervised wear detection*. When the approximate orientation and size of wear patterns are known, the power spectrum sampling of the image plane is not necessary. In such cases, the segmentation can be achieved by only one Gabor filter, from the Gabor filter bank (or one optimized filter, discussed in Section 5.4) that can provide best discrimination of texture features against the wear pattern. In most practical cases the dimension and orientation of local wear occurred on surfaces vary randomly. Therefore, a complete automation of visual wear inspection process requires *unsupervised wear detection* that can be performed online. The term "unsupervised wear detection" refers to the detection of an unknown class of wear patterns for which there is no training. We will focus on unsupervised wear detection in this section.

Multichannel filtering theory for the processing of visual information in the biological model of the human visual system has inspired various texture segmentation algorithms [46, 54]. A variation of this algorithm, which can be used for online wear detection, was presented in [100, 101]. This modification of the multichannel filtering algorithm for online wear detection leads to a reduction in computational complexity and false alarm. In this subsection we will present the multichannel filtering scheme in detail.
Unsupervised wear detection requires simultaneous surface inspection at local and global scales. Multichannel filtering allows multiresolution analysis of surface texture. Fig. 5.4 illustrates the procedure of this approach.

**Multichannel Gabor Filtering**

Each image is filtered with a bank of Gabor filters detailed in Subsection 5.3.1. Each of these Gabor filters is selectively tuned to a narrow range of frequency and orientation. The octave (dyadic) band decomposition is commonly used for wavelet decomposition and was also used in this work for the selection of frequency bands for the power spectrum sampling of the image. Each of the Gabor functions Eq. (5.5) can be implemented as a spatial mask of size $N \times N$. The selection of mask size and number of channels has big influence on detection performance. As a compromise between computational complexity and performance, 16 Gabor filters distributed at four scales ($P = 4$) and four orientations ($Q = 4$) as shown in Fig. 5.5 are selected empirically in this work. Each of these Gabor filters was implemented as a spatial mask of size $7 \times 7$. Every image $I(x, y)$ (image under detection $I_d(x, y)$ or reference image $I_r(x, y)$) is filtered by each of 16 Gabor filters and the magnitude of the filtered image $I_{mn}(x, y)$ is computed using Eq. (5.9):

$$I_{mn}(x, y) = |I(x, y) * g_{mn}(x, y)|$$

where "*" denotes 2D convolution.

**Nonlinearity**

Next, a local nonlinear function is used to rectify the multichannel filter response. This nonlinear function transforms both negative and positive amplitudes to positive amplitudes. There are several nonlinear functions that are good for prior texture segmentation, such as the magnitude $|\cdot|$, the squaring $|\cdot|^2$ and rectified sigmoid $|\tanh(x)|$ nonlinearity [72]. The magnitude nonlinearity requires minimum computations and is, therefore, preferred in this work. This nonlinearity is inherent while computing the magnitude of Gabor filter images (5.9), therefore, no extra computational burden is added. The 16 images, $I_{d, mn}(x, y)$, represent the features of the image under detection.

**Feature Difference**

The filtered images from different channels are called feature images. The same operation is also applied to a wear-free reference image to get reference feature images $I_{r, mn}(x, y)$, which are used to compute feature difference images for recognizing wear features. The reference feature images are computed at the beginning of the
Figure 5.4: Unsupervised wear detection procedure
5.3 Wear Detection by Gabor Filters

Figure 5.5: $4 \times 4$ real Gabor filters in spatial domain

wear detection as a *calibration* operation, which does not increase computational burden of real-time online detection.

The first order statistics are fundamental for visual characterization of texture [42]. Therefore, the mean $\mu_{mn}^r$ and the standard deviation $\sigma_{mn}^r$ from each of these 16 images $I_{mn}^r(x,y)$ are used to discriminate wear in the image under detection. A decision rule must be chosen for the characterization of pixels in $I_{mn}^d(x,y)$ based on reference features of $I_{mn}^r(x,y)$. The decision rule selected in this work is [46]:

$$D_{mn}(x,y) = \begin{cases} I_{mn}^d(x,y) & \text{if } |I_{mn}^d(x,y) - \mu_{mn}^r| \geq k.\sigma_{mn}^r \\ 0 & \text{otherwise} \end{cases} \quad (5.10)$$

The parameter $k$ determines the sensitivity and is chosen to control the probability of false rejection. An empirically determined value of $k = 3$ was found suitable and used for all the experiments in this work. The next step is to combine pixels from the difference images $D_{mn}(x,y)$ to be a unique feature image so that only possible wear features remain.

**Data Fusion**

As the information gathered by different channels from the same image is often uncertain, fuzzy or incomplete, it is better to combine all the feature difference
images. The approach proposed in [20, 46] for data fusion is attractive for its computation simplicity, therefore is also adopted in this work. The fusion procedure is: (1) vector addition of all pixels of $D_{mn}(x, y)$ from different orientations $n$ at the same scale $m$, followed by (2) geometrical mean of resultant pixels at adjacent scales. This can be formulated as:

$$C_m(x, y) = \sum_{n=1}^{Q} D_{mn}(x, y),$$

(5.11)

$$H(x, y) = \frac{1}{P-1} \sum_{m=1}^{P-1} \sqrt{C_m(x, y)C_{m+1}(x, y)}. \quad (5.12)$$

The first step of the fusion scheme in Eq. (5.11) generates a set of 4 images $C_m(x, y)$ from the addition of all the pixels from different orientations $n$ at the same scale $m$ with $m = 1, ..., 4$. Through this step, the information on the likely wear features obtained in the 4 orientations is concentrated into a single image $C_m(x, y)$ for each scale level $m$. Then by Eq. (5.12), the geometrical mean of resultant pixels of $C_m(x, y)$ at adjacent scales creates 3 images; pixels from all these 3 images are averaged to produce a unique fused image $H(x, y)$. Through the second step, only those wear features that appear in at least two adjacent resolution levels are considered. Thus, the fused image $H(x, y)$ contains the joint contribution from the 16 ($P \times Q$) channels.

Essentially this data fusion scheme preserves those wear features that occur at any orientations by vector addition, yet reduces false alarms by considering only those which appear in at least two adjacent resolution levels through the operation of geometrical mean.

**Thresholding**

The final stage of wear detection is the binarization of $H(x, y)$ to separate the wear patterns and suppress the pixels not belonging to them. In this stage, a binary image $B(x, y)$ is provided where local wear patterns appear segmented from the regular textured background. This is achieved by thresholding $H(x, y)$. Values below the threshold are considered as belonging to the background, and those above the threshold are considered as belonging to wear patterns.

From the histogram of one fused image (Fig. 5.6) we can find two peaks, each peak belonging to one class (the left peak to background noise, the right peak to wear patterns). For this histogram shape, the best threshold value $T$ can be found through an automatic iterative isodata algorithm developed by Ridler and Calvard [77, 34]. The algorithm initially segments the histogram of $H(x, y)$ into two parts using a starting threshold value such as $T_0$ being equal to half of the
maximum dynamic range of $H(x, y)$. The sample mean $\mu_{w,0}$ of the gray values associated with the foreground pixels (wear patterns) and the sample mean $\mu_{b,0}$ of the gray values associated with the background pixels are computed. A new threshold value $T_1$ is then computed as the average of these two sample means. The process is repeated, based upon the new threshold, until the threshold value does not change any more, i.e.

$$T_k = \frac{(\mu_{w,k-1} + \mu_{b,k-1})}{2}, \text{ until } T_k = T_{k-1}.$$  

(5.13)

The thresholding operation further reduces the probability of false alarm.

In summary, through the above procedure (Fig. 5.4), wear patterns with different sizes and orientations can be detected.

### 5.3.3 Experiment and Results

The performance of the multichannel Gabor filtering scheme for online wear detection described above was evaluated through a series of experiments. The experimental setup introduced in Chapter 3 has been applied. Images of the wear samples under detection were acquired and digitized into $512 \times 512$ pixels with eight-bit pixel depth. Three wear samples with different surface textures were tested. One is a machined steel ring with a wear track in the middle (Fig. 5.7(d)), the second is a vapor-polished aluminium bar with wear scratches (Fig. 5.7(e)), the third one is a ground steel bar with wear scratches (Fig. 5.7(f)). In the experiment, a bank of $4 \times 4$ Gabor filters (Fig. 5.5) described in Subsection 5.3.2
Figure 5.7: Unsupervised wear detection on test samples: reference images of the samples in (a), (b), (c); images of the samples with wear in (d), (e), (f); corresponding filtered images in (g), (h), (i); segmented wear patterns in (k), (m), (n).
are adopted for detection of wear patterns. Each Gabor filter is implemented as a spatial \(7 \times 7\) mask for a computational compromise. The segmentation of wear patterns in Fig. 5.7 becomes more exact as the mask size is increased from \(7 \times 7\) to \(9 \times 9\) or \(11 \times 11\). However, a small mask size corresponds to small computation load, which is desirable for realtime wear detection. The frequency range of Gabor filters in the filter bank depends on the range of wear patterns to be detected. The experimental results are shown in Fig. 5.7, of which the top row (Figs. 5.7(a), (b) and (c)) are wear-free images captured during the calibration phase; the second row (Figs. 5.7(d), (e) and (f)) are images acquired during wear processes; the third row (Figs. 5.7(g), (h) and (i)) are images after multichannel filtering and fusion operation; the bottom row (Figs. 5.7(j), (k) and (l)) shows the segmented wear patterns. From these experiments one can find that, using the proposed multichannel filtering algorithm, the wear patterns (wear scratches or wear track) occurring on the surfaces of the three samples, irrespective of their sizes and orientations, are successfully detected.

After the segmentation of the wear region, important wear features such as wear area, centroid, area moments and products of inertia, wear orientation, and so on, can be calculated from the separated wear patterns to further characterize the wear patterns detected.

For an image of \(512 \times 512\) pixels and a \(4 \times 4\) Gabor filter bank implemented in masks of size \(7 \times 7\), the wear detection procedure discussed above takes several seconds on a general-purpose Pentium IV computer. Hence, realtime implementation of this approach requires additional digital signal processor (DSP) hardware.

### 5.4 Wear Detection by Optimized Filters

The Gabor filters and the infinite impulse response (IIR) filters are the filters with only a few free parameters and therefore the search space for optimization is very restricted. Better optimization results might be obtained when the number of free available parameters of a filter is large. A general FIR filter has generally more free parameters than an IIR or a Gabor filter. The single biggest advantage of FIR filters is that they can implement any impulse response, provided it is of finite length.

Optimized filters have been used for texture segmentation [73] and defect detection [47]. In this section, a new approach to online wear detection using linear FIR filters with optimized energy separation is investigated. The surface textures are modeled by their autocorrelation functions. The linear FIR filters that guarantee optimal discrimination of energy in local regions rather than optimal representation are used in this work.
5.4.1 Mathematical Foundations

The feature extraction model used to design optimal filters is illustrated in Fig. 5.8. This model has been used in several references [73, 47]. Basically, the objective of the optimal filter $h(x, y)$ is to extract those frequencies where the wear-free textures have low signal energy and the texture with wear has high signal energy. If this is accomplished, the wear regions in the composite inspection image can be segmented by analysis of the local texture energy.

As shown in Fig. 5.8, filtering of the acquired image $I(x, y)$ with the filter $h(x, y)$ generates a new image $s(x, y)$:

$$s(x, y) = h(x, y) * I(x, y) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} h(m, n) I(x - m, y - n)$$ \hspace{1cm} (5.14)

where * denotes 2D convolution and $h(x, y)$ is an $M \times N$ optimal filter to be designed. The energy of pixels in a gray-level image $s(x, y)$ is defined as $E[s^2(x, y)]$, where $E$ stands for the expectation. The wear patterns in the inspection images are assumed to be local rather than global. Therefore, a local operator is needed to compute the energy of the filtered image $s(x, y)$ in a local region. A local energy measure can be achieved by smoothing the image $s^2(x, y)$ with a smoothing filter $G(x, y)$. That is, the feature image is computed by nonlinearity:

$$z(x, y) = |s(x, y)|^2 = s^2(x, y)$$ \hspace{1cm} (5.15)

and smoothing:

$$w(x, y) = z(x, y) * G(x, y)$$ \hspace{1cm} (5.16)

Finally, a thresholding operation is applied to the feature image for associating a class label with wear regions.

In this subsection, the feature mean and variance are first expressed in a matrix/vector notation, which are used for designing optimized filters.

![Figure 5.8: Block diagram of the feature extraction model](image-url)
Vector Formulation

By lexicographically ordering of the columns of the filter \( h(x, y) \), it can be represented as a vector of length \( Z = M \times N \):

\[
h = \begin{pmatrix}
    h(0, 0) \\
    \vdots \\
    h(0, N - 1) \\
    \vdots \\
    h(1, 0) \\
    \vdots \\
    h(1, N - 1) \\
    \vdots \\
    h(M - 1, N - 1)
\end{pmatrix}
\] (5.17)

Likewise, the \( M \times N \) window of \( I(x, y) \) around pixel \((x, y)\) can be written as

\[
i(x, y) = \begin{pmatrix}
    I(x, y) \\
    \vdots \\
    I(x, y - N + 1) \\
    \vdots \\
    I(x - 1, y) \\
    \vdots \\
    I(x - 1, y - N + 1) \\
    \vdots \\
    I(x - M + 1, y - N + 1)
\end{pmatrix}
\] (5.18)

Then, for every pixel in \( s(x, y) \), the output in (5.14) can be rewritten as

\[
s(x, y) = h^T i(x, y)
\] (5.19)

The Feature Mean

Assume that the inspection image is a random process, which is wide sense stationary over the region of interest. Using the vector formulation, the mean value of the feature image \( w(x, y) \) can be derived as follows [73]:

\[
\mu_w = E[w(x, y)] = E[z(x, y) * G(x, y)]
\] (5.20)

The smoothing filter \( G(x, y) \) is a unit gain low pass filter. Therefore, the mean feature value at the output of this filter is equal to the mean feature at the input.
Assuming that the filter coefficients are such that \( \sum_{x,y} G(x, y) = 1 \), (5.20) can be written as

\[
\mu_w = E[w(x, y)] = E[s^2(x, y)]
\]

\[
= h^T E[i(x, y)i(x, y)^T]h
\]

\[
= h^T R_{ii} h
\]

(5.21)

where \( R_{ii} = E[i(x, y)i(x, y)^T] \) in (5.21) is the autocorrelation matrix of the vector \( i(x, y) \). The autocorrelation matrix of the vector \( i(x, y) \) can be constructed from the 2D autocorrelation function of the window image \( i(x, y) \) [73]. Since the \( R_{ii} \) is symmetric, the derivative of the mean feature value \( \mu_w \) is given by

\[
\frac{\partial \mu_w}{\partial h} = \frac{\partial (h^T R_{ii} h)}{\partial h} = 2R_{ii} h
\]

(5.22)

The Feature Variance

The variance of the feature image \( w(x, y) \) is given by

\[
\sigma_w^2 = E[(w(x, y) - \mu_w)^2]
\]

\[
= E[w^2(x, y)] - \mu_w^2
\]

(5.23)

By substituting the vector form of (5.16), i.e. \( w(x, y) = w^T z(x, y) \), into (5.23) we get

\[
\sigma_w^2 = E\{[w^T z(x, y)][w^T z(x, y)]\}
\]

\[
= w^T R_{zz} w - \mu_w^2
\]

(5.24)

where

\[
R_{zz} = E[z(x, y)z^T(x, y)]
\]

(5.25)

The autocorrelation matrix \( R_{zz} \) can be constructed from the autocorrelation function of the image \( z(x, y) \). By approximating the inspection image as a separable autoregressive process [63] of order one, the simplified expressions for the variance and its derivative can be developed [73]:

\[
\sigma_w^2 \approx 2\psi_w(h^T R_{ii} h)^2
\]

(5.26)

\[
\frac{\partial \sigma_w^2}{\partial h} \approx 8\psi_w(h^T R_{ii} h)R_{ii} h
\]

(5.27)

where \( \psi_w \) is some scalar, such that \( \frac{\partial \psi_w}{\partial h} \approx 0 \).
Object Functions for Optimization

The objective of designing optimal filters is to discriminate wear regions from wear-free regions from an inspection image. Thus the obvious aim of an optimal filter is to achieve the maximum separation between average local energies of wear regions $\mu_{ww}$ and wear-free regions $\mu_{wf}$ at the filter output.

The measure of relative distance between the average feature values can be used for the optimization of a single filter with respect to the discrimination between two textures. Unser [88] proposed the object function

$$J_U(h) = \frac{(\mu_{ww} - \mu_{wf})^2}{\mu_{ww}\mu_{wf}} \tag{5.28}$$

for the design of optimal texture transforms. Randen and Husøy [73] have adapted this object function for the designing of optimal filters for texture segmentation. Optimization with respect to $J_U(h)$ is easily developed and entails the solution of

$$\frac{\partial J_U(h)}{\partial h} = 0 \tag{5.29}$$

The chain rule for differentiation yields

$$\frac{\partial J_U(h)}{\partial \mu_{ww}} \frac{\partial \mu_{ww}}{\partial h} + \frac{\partial J_U(h)}{\partial \mu_{wf}} \frac{\partial \mu_{wf}}{\partial h} = 0 \tag{5.30}$$

Combining (5.21) (5.22) and (5.30) we get

$$R_{ii}^{-1}R_{iw}h = \lambda \cdot h \tag{5.31}$$

where

$$\lambda = \frac{\mu_{ww}}{\mu_{wf}} = \frac{h^T R_{iw} h}{h^T R_{ij} h} \tag{5.32}$$

The (5.31) is an eigenvalue equation where the filter $h$ is the eigenvector and $\lambda$ is the eigenvalue. The optimal filter coefficient vector is found as the eigenvector of $R_{ii}^{-1}R_{iw}$ with the maximum corresponding object function value $J_U(h)$. The proof can be found in [73].

The main disadvantage of the object function $J_U(h)$ is that the feature variances, $\sigma_{ww}$ and $\sigma_{wf}$, are not taken into account. Consequently, the optimal filters designed with respect to this object function can only achieve maximally large separation of feature means $\mu_{ww}$ and $\mu_{wf}$. If the variances of local energy estimate, $\sigma_{ww}$ and $\sigma_{wf}$, are large, then the feature distribution may considerably overlap. Therefore, a good object function should not only yield a large distance between
the mean values of features, but also yield low feature variances. An object function well known in pattern recognition literature that takes the feature variance into account is the Fisher criterion [21]:

$$J_F(h) = \frac{(\mu_{ww} - \mu_{wf})^2}{\sigma_{ww}^2 + \sigma_{wf}^2} \quad (5.33)$$

As in the previous case, the optimal filter that maximizes the object function $J_F(h)$ can be found by equating the partial derivative of $J_F(h)$ to zero, i.e.

$$\frac{\partial J_F(h)}{\partial h} = 0 \quad (5.34)$$

Randen and Husøy [73] have developed a closed form solution for the above equation using the approximate expressions of feature variance and its derivative. By substituting the expressions for mean and variance and their corresponding derivatives into (5.34), we get

$$(\psi_{wf}(h^TR_{iij}h)^2 + \psi_{wd}(h^TR_{iij}h) \cdot (h^TR_{iij}h)R_{iiw}h$$

which can be further simplified as

$$R_{iij}^{-1}R_{iij}h = \frac{h^TR_{iij}h}{h^TR_{iij}h} \cdot h$$

or

$$R_{iij}^{-1}R_{iij}h = \lambda \cdot h \quad (5.35)$$

Equation (5.35) is identical to the eigenvalue problem discussed in the previous approach, i.e. (5.32). Thus the coefficients of the optimal filter can be obtained from the eigenvectors of $R_{iij}^{-1}R_{iij}$ which generates the maximum object function $J_F(h)$.

Interestingly optimizing with respect to two different object functions leads to the same eigenvalue problem, different eigenvectors, however, that maximize different object functions may be selected as the optimal filters. It is possible that one eigenvector maximizes both object functions so that only one optimal filter is obtained (this will be demonstrated by Figs. 5.14 (a), (b) and (c) later in experiments).

To sum up, the optimal filters corresponding to two object functions suggested by Unser [88] and Fisher [21] are computed as follows:

1. Computing the correlation matrices $R_{iij}$ and $R_{iijw}$;
2. Computing the eigenvectors of $R^{-1}_{iwi}$;

3. Selecting the eigenvector yielding maximum object function $J_U(h)$ or $J_F(h)$

4. Inverse lexicographical reordering the elements of $h$ to obtain the optimal filter $h(x, y)$.

The detailed procedure for designing optimal filters is also illustrated in Fig. 5.9.

### 5.4.2 Supervised Wear Detection

As stated in Section 5.3.2, if the priori knowledge of wear patterns to be detected is available, such detection of known wear patterns can be regarded as supervised wear detection. From some known category of wear samples, specific optimal filters can be designed to detect it. First of all, the selection of parameters for designing these optimal filters is discussed in this subsection.

#### Size of the Optimal Filter

The dimensions of an FIR filter are related to its bandwidth. Filters for large bandwidth require smaller dimension and vice versa [51]. Appropriate dimensions of optimal filter can be determined from the spectral characteristics of the surface image. The spectral characteristics of wear can be entirely different from its wear-free background. Therefore, as will be seen in Subsection 5.4.3, the size of an optimal filter depends on the spectral characteristics of wear patterns to be detected. A symmetric region of support is required for accurate edge localization and therefore, only odd size filter masks are designed.

#### Selection of a Smoothing Filter

An important element in the design of an optimal filter is the choice of a smoothing filter. Among several candidate filters, Gaussian low pass smoothing filter is commonly used [73, 47] since it is separable and yields optimal joint resolution in spatial and frequency domain:

\[
G(x, y) = \frac{1}{\sqrt{2\pi\sigma_g}} \exp\left(-\frac{x^2 + y^2}{2\sigma_g^2}\right)
\] (5.36)

The choice of bandwidth $\sigma_g$ determines the frequencies to be included for local energy estimation at the output. Finite approximation of the above filter (5.36)
Figure 5.9: Procedure of designing optimal filters
implemented as separable convolution masks are used as smoothing filter. Jain and Farrokhnia [36], and Kumar and Pang [47] suggested the following choice
\[ \sigma_g = \frac{1}{2\sqrt{2u_0}} \] (5.37)
where the center frequency \( u_0 \) is the estimation of the highest frequency of the background texture.

**Calibration**

Once appropriate parameters are selected, optimized filters with respect to particular object functions can be designed according to the procedure stated in Subsection 5.4.1 (see also Fig. 5.9). The designing of optimal filters is usually done at the very beginning, i.e. the calibration phase, hence it does not add any computational burden to the wear detection phase, suitable for online implementation.

For calibration, two patches of images from one particular known category of wear and wear-free samples, respectively, are applied. They are of zero mean\(^2\) and same size. After the optimal filters are designed, they are applied to detecting wear with similar patterns as those appearing in the wear samples by filtering (see Fig. 5.8). Finally, a thresholding operation (Eq. (5.13)) as stated in Subsection 5.3.2 is applied to the filtered image (feature image) to classify wear regions. In the next subsection, we will present experimental results of this supervised approach to wear detection.

**5.4.3 Experiment and Results**

The supervised wear detection method using optimized filters was validated by a series of experiments. The experimental setup in Chapter 3 has been applied. Same images of the wear samples with \( 512 \times 512 \) pixels applied in the previous approach were also tested in this experiment. In the calibration phase, only two image patches of same size (\( 32 \times 32 \) or \( 64 \times 64 \)) selected from wear-free and known category of wear samples respectively were used to design the optimal filters with respect to two object functions \( J_U(h) \) and \( J_F(h) \). If the complete \( 512 \times 512 \) pixels image is utilized for designing the optimal filter, the discriminating effect of wear from its large wear-free background diminishes due to the inherent averaging that takes place while computing its correlation matrix \( R_{iiw} \). Furthermore, the computational time for computing the correlation matrices, \( R_{iiw} \) and \( R_{iiF} \), for the complete image is significantly high. Therefore, only a small image patch from the region of image having known category of wear (and equal sized image patch from

\(^2\)To ensure average gray level insensitivity.
a wear-free image) is utilized for designing optimal filters. The size of this image patch is empirically determined and it depends on the spatial extent of wear in an image.

In all the experiments, the analyzed images were made to have zero mean value. A Gaussian low-pass filter as discussed above was applied for smoothing. For all the experiments reported in this section, the size of the smoothing filter is empirically fixed as $9 \times 9$, unless otherwise explicitly stated.

Fig. 5.10 shows one of the wear detection results. In this experiment an optimal filter of size $9 \times 9$ with respect to object function $J_U(h)$ was designed to detect wear. The object function (5.28) for each of the 81 eigenvectors is shown in Fig. 5.11. The eigenvector that maximizes $J_U(h)$ is picked up as the optimal filter. Fig. 5.13 shows its magnitude frequency response. It can be seen that the magnitude frequency response exhibits passbands where local energy estimate is high (corresponding to wear) and stopbands elsewhere. Fig. 5.10(a) is the image of the wear sample, a ground steel with wear scratches, whose magnitude frequency response is shown in Fig. 5.13. Fig. 5.10(b) shows the image after filtering with the optimal filter. The local energy estimate is shown in Fig. 5.10(c). As seen from this image, the average local energy for the region corresponding to wear is much greater than that of wear-free region, so wear can be easily be segmented by simple thresholding introduced in Subsection 5.3.2 (see Fig. 5.10(d)).

More experiments for difference wear samples (also used in the previous method) were conducted to test optimal filters designed with these two object functions $J_U(h)$ and $J_F(h)$. The results are shown in Fig. 5.14. The size of the optimal filters is $7 \times 7$. Figs. 5.14(a), (d) and (g) are sample images with wear track or scratches. The corresponding local energy estimates with the optimal filters designed using object function $J_U(h)$ are shown in Figs. 5.14(b), (e) and (h); and object function $J_F(h)$ in Figs. 5.14(c), (f) and (i). It can be seen that the optimal filters designed in these experiments were robust. All wear patterns in these images were successfully detected no matter whether wear track or wear scratches. For the wear track in Fig. 5.14(a) and wear scratches in Fig. 5.14(g), the optimal filters designed are the same for $J_U(h)$ and $J_F(h)$. However this is not always the case. Different optimal filters can be obtained for different object functions. For instance, a slight difference can be seen in Fig. 5.14(e) and (f) due to different optimal filters applied. More examples will be shown in Section 5.5.

Fig. 5.15 shows the detection results for the image in Fig. 5.10(a), using the optimal filter designed with respect to object function $J_U(h)$. It can be found that optimal filters of larger size deliver better results, i.e. less false alarms and better detection. However, larger size also means more computational load. Hence, in practice, a trade-off between better results and faster speed must be made. For this example, a filter of size $7 \times 7$ (see Fig. 5.15(b)) can give good results with
Figure 5.10: Results of supervised wear detection: (a) image under detection, (b) after filtering (a) with $9 \times 9$ optimal filter, (c) local energy estimate of image in (b), (d) segmented wear regions after thresholding energy image in (c).
Figure 5.11: Object function $J_U(h)$ for each of the 81 eigenvectors $h$

Figure 5.12: Amplitude frequency response of the image shown in Fig. 5.10(a)
5.5 Discussions

The lack of an appropriate criterion for wear detection makes it very difficult to compare the performance of a wear detection technique on various types of wear. A commonly used criterion for the quantification of image segmentation results is the percentage of misclassified pixels. However, the class of the pixel in an image does not necessarily reflect the class of the corresponding point on the real (physical) surface. For this reason, we only discuss the performance of wear detection techniques qualitatively, by looking at and comparing the detection results on images.

As discussed in Subsection 5.4.1, optimal filters designed with respect to the object function $J_F(h)$ should deliver better results than those designed with respect to $J_U(h)$ since the former takes variance into consideration. But this also makes the designing of optimal filters more complicated as it is very difficult to find a closed-form solution if no approximation is being made. In our experiments we found that for larger sized optimal filters designed with $J_F(h)$ may fail to detect any wear (see Fig. 5.16(a)). This implies that having more free parameters to optimize for an FIR filter does not have to be always an advantage. Optimization
Figure 5.14: Images of wear samples under detection in (a), (d) and (g) respectively; corresponding local energy estimates with the optimal filters of size $7 \times 7$, designed using object function $J_U(h)$ in (b), (e) and (h); object function $J_F(h)$ in (c), (f) and (i).
5.6 Conclusions

Wear detection on machined surfaces can be regarded as a texture segmentation problem. This chapter develops two filtering approaches to online wear detection, the unsupervised detection scheme using multichannel Gabor filters and the supervised detection scheme using optimized filters. Both approaches can successfully detect wear patterns present on textured surfaces, machined surfaces, for instance. Experiments conducted on various real wear samples confirmed the usefulness of these two approaches.

For both approaches, filter size affects the performance of wear detection.
Figure 5.16: Detection results for the image in Fig. 5.10(a) using the optimal filter designed with respect to the object function $J_F(h)$, where optimal filter size: (a) $13 \times 13$, (b) $7 \times 7$; smoothing filter size: (a) $7 \times 7$, (b) $13 \times 13$.

Trade-offs between speed and performance must be made for realtime applications. The unsupervised scheme using multichannel Gabor filters needs little prior knowledge of wear and was found to offer better detection results. Compared to Gabor filters, the supervised scheme using optimized filters obtained successful results with less computationally complex filters. However it needs better insight, representative wear samples for instance, in the design (calibration) phase.
Chapter 6

Wear Monitoring

The dynamics of wear processes are studied in this chapter by analyzing image sequences of a wearing surface. Wear behavior of dry sliding wear in particular, under different operating conditions, such as varying normal load, different sliding speeds, is investigated. Fractal values, namely fractal dimension and intercept, computed from the power spectra of images of a wearing surface, are adopted as indicators of the dynamic wear process. Experimental results show that progressive changes of fractal values might reveal the wear status of the surface.
6.1 Introduction

We presented image processing techniques for online wear detection in the previous chapter. These techniques can be used in inspection-oriented applications: such as engineering surface inspection, coating failure detection, tool wear monitoring, etc. Wear behavior and dynamics of wear processes, on the other hand, are of interest in tribological research as well as in engineering applications.

With the existing knowledge of materials science and mechanical tools (finite elements techniques) engineers are able to predict the functional behavior of a component of a product or process with respect to strength, fatigue etc. with reasonable accuracy. However, the lifetime of a component depends on wear. Due to the complexity of a wear process, measurement of wear is traditionally conducted offline [12, 83]. Measuring wear using existing techniques (refer to Chapter 2) has intrinsic restrictions: First, measurement takes place offline, i.e. during the experiment, the specimen must be removed from the tester periodically to measure the evolution of wear as a function of time or sliding distance. It is very difficult to re-measure at the same location on the specimen before and after the wear test. Second, the mounting and dismounting steps unavoidably bring in errors. In tribological research as well in engineering applications, reliable online measurement or monitoring of a dynamic wear process is demanded and remains a challenge [102].

Wear as a type of surface damage is a 3D phenomenon. In Chapter 2 we have reviewed a variety of wear measures, among which volume is the fundamental measure for wear when wear is equated with loss or displacement of material. In engineering applications, however, the concern is generally with the loss of a dimension, or the presence of a wear scar, not a volume per se. These changes and the volume loss are related to each other through the geometry of the wear scar and therefore can be correlated in a given situation. One important aspect to recognize is that the relationship between wear volume and wear dimensions, for instance, depth, width, or area, is not necessarily a linear one. Using the imaging system described in Chapter 3, some 1D and 2D wear measures such as wear width, wear area, and surface roughness can be obtained.

In this chapter we will study some wear behavior and dynamics of wear processes by analyzing these measures estimated from image sequences of a wearing surface. In particular, online monitoring of dry sliding wear under varying conditions, such as different normal forces, different speeds, is investigated. Wear curves, for instance, wear area versus sliding cycles, are drawn and checked with Archard’s law. Besides, to estimate the degree of wear and further predict the remaining life of a component, some indicators of state of wear are proposed and validated.
This chapter is organized as follows: Section 6.2 presents necessary preliminary operations of sequence of images for subsequent image analysis; Section 6.3 gives some observations on wear behavior, in which Subsection 6.3.1 studies the evolution of wear area against rotation cycles, followed by experiments in 6.3.2, result analysis in 6.3.3 and conclusions in 6.3.4 respectively; estimation of the degree of wear is described in Section 6.4; fractal analysis of dry sliding wear is addressed in Section 6.5, in which experimental results and analysis are given in Subsection 6.5.1, followed by discussions in 6.5.2 and conclusions in 6.5.3; finally, summary to this chapter is provided in Section 6.6.

6.2 Image Sequence

To study the dynamics of a wear process, a temporal series of images is taken using the imaging system introduced in Chapter 3. Each image is characterized by a set of data (pixels in grey-value). The wear process is described by the gradual changes in this data set.

To monitor the dynamic wear process by tracking the gradual changes in the image data set, it is necessary to have all the images captured from the same surface area. This requires image acquisition and surface motion be synchronized. Besides, after synchronization, due to repetitive positioning errors of the rotary table, thermal expansion of the aluminum mounts that hold the camera and the specimen, as well as vibration, there still exists pixel shift i.e. misalignment, between the initial and successive images. Accordingly, these images need to be further registered. Synchronization and image registration have been described in Chapter 3.

After the above mentioned preliminary operations, wear behavior of dry sliding wear can be investigated.

6.3 Observation of Wear Behavior

In most cases, wear occurs through surface interactions at asperities. During relative motion, first, the softer surface may be plastically deformed, or material on the contacting surface may be displaced so that the properties of the solid body, at least at or near the surface, are altered, but little or no material is actually lost. Later, material may be removed from a surface and may result in the transfer to the mating surface or may break loose as a wear particle. Hence, a wear process can be divided into two phases: initial phase and material transfer or particle-forming phase. In the initial phase, there is no net volume or mass loss of the interface, although one of the surfaces is worn (with a net volume or mass loss).
The initial phase of a wear process is studied by observing and comparing gradual changes in the sequence of images of a wearing surface through the imaging system with well-controlled, uniformly distributed ring light illumination.

During a wear process, the micro-geometry of the asperities on a surface will change, which results in the change of the surface topography. The microscopic waveform of a surface profile modulates the incident light beams into scattered beams whose intensities and scattering angles can be described as functions of the incident angles, wavelengths and slope roughness of the surface topography (refer to Chapter 4). Accordingly, the dynamic wear process can be described by the image changes of a same surface area.

An intuitive way to compare and detect changes between images is simply subtracting one from another, if the images are in alignment and acquired under uniform illumination. From the difference images, the wear area can be identified simply by thresholding, i.e. if the pixels in the images satisfy

\[ |I_n - I_r| > T, \]  

where \( I_n \) denotes the sequence of images, \( I_r \) the reference image without wear, and \( T \) the empirically determined threshold, then these pixels make up the wear area. After thresholding, binary images are obtained from which the wear area can be easily computed by counting pixels. The procedure of identification of the wear area from image sequences is shown in Fig. 6.1.

\[ \text{Image sequence } I_n \quad \text{Image registration} \quad \text{Reference image } I_r \quad \text{Subtraction} \quad \text{Wear area} \quad \text{Thresholding} \]

\[ \text{Figure 6.1: Identification of wear area by thresholding} \]

Note that the wear area identified in a reflection intensity image is equal to the physical wear area in a real surface times the magnification factor of the imaging system.

After identifying wear areas in the sequence of images, we may study the behavior of the initial phase of a wear process. For instance, investigation of how the wear area changes against rotation cycles.
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6.3.1 Wear Area Versus Rotation Cycles

To simplify the study, we consider the Pin-on-Disk (refer to Chapter 3) dry sliding case. If the tip of the pin has a spherical shape and it is made of much harder material than the disk, the wear of the tip is very small and can be neglected. With a certain load, the pin slides on the disk surface when the disk rotates, thus a circular wear track is generated on the disk. Next let us derive the relationship between the wear area $A$ of the wear track and the number of the rotation cycles $n$.

Assume that the pin is loaded sufficiently to cause the asperities of the disk (made of softer material) deform plastically. Further assume that the contact is made up of asperities with an average Hertzian contact radius $r$ (refer to Appendix B). We now assume that this asperity contact results in a worn particle of volume $\nu$. The dimension of this worn particle will be directly proportional to the contact size. Physical examination of the wear particles show that particles are generally of roughly equal lengths in three dimensions rather than, say, layers [6]. Thus average wear volume of each wear particle is expected to be proportional to $r^3$. If a particle is assumed to be hemispherical in shape with radius equal to the Hertzian radius (see Fig. 6.2), then

$$\nu = \frac{2}{3} \pi r^3.$$  \hfill (6.2)

Finally contact is assumed to remain in existence for a sliding distance $s$ equal to an integer number of $2r$. We now assume that the sliding contact results in a wear volume $V$, which is the sum of the volume of all the deformed asperities on the wear track. So $V$ is proportional also to $r^3$, i.e.

$$V \propto r^3$$ \hfill (6.3)

And the total wear area $A$ is the sum of all the Hertzian contact area, and is proportional to $r^2$, i.e.

$$A \propto r^2.$$ \hfill (6.4)

According to Achard’s equation, $V$ is proportional to the number of rotation cycles $n$, which is equivalent to the sliding distance $x$, i.e.

$$V \propto n.$$ \hfill (6.5)

Hence, by comparing Eqs. (6.3), (6.4) and (6.5), we get

$$A \propto n^{2/3}.$$ \hfill (6.6)

Likewise, according to Archard’s equation, wear volume $V$ is proportional to normal load $F$, therefore wear area should be proportional to $F^{2/3}$. 


6.3.2 Experiment

To validate the above model, some experiments of dry sliding wear are conducted using the experimental setup stated in Chapter 3. In these experiments, a sphere-shaped indenter (ball bearing steel 13520) of diameter 3mm is sliding, under different normal loads and varied rotation speeds, against a machined aluminum flat disk with average RMS roughness $R_q \approx 0.7 \mu m$ and peak to valley $6 \mu m$. The operating conditions are listed in table 6.1. The online wear behavior of the disk surface is of our interest.

Table 6.1: Operating conditions of wear experiment

<table>
<thead>
<tr>
<th>Material</th>
<th>Indenter: ball bearing steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal load</td>
<td>1N, 5N</td>
</tr>
<tr>
<td>Pin shape and size</td>
<td>Sphere with diameter 3mm</td>
</tr>
<tr>
<td>Hertzian radii</td>
<td>27.1 $\mu m$, 46.3 $\mu m$</td>
</tr>
<tr>
<td>Rotation speed (linear velocity)</td>
<td>0.5rpm, 1rpm (2.5mm/s, 5.0mm/s)</td>
</tr>
<tr>
<td>Lubrication</td>
<td>None</td>
</tr>
<tr>
<td>Temperature</td>
<td>20°C</td>
</tr>
<tr>
<td>Image size</td>
<td>640 \times 480 (pixels)</td>
</tr>
</tbody>
</table>

Some measures must be taken to guarantee the correctness of the experiment. First, the microscope is positioned through the linear translation stage so that the camera view covers the whole wear track. In practice the wear track is positioned in the middle of the image; second, in order to study the progressive changes of wear area for a same part of the surface, the rotation of the disk and image acquisition is synchronized. One reference (initial) image (without wear) is first acquired before loading the pin and starting the rotation and then the pin is loaded.
and one image is captured after each rotation. All the images in the sequence are registered with respect to the reference image. In this way the images from the same area of the wearing surface are obtained. Then identification of the wear area is done as described earlier in this section (see also Fig. 6.1).

One experimental result of wear area identification is shown in Fig. 6.3 where the applied load is 5N and the rotation speed is 0.5rpm. The threshold $T$ is automatically determined as the maximum value of a wear free window area in a difference image.

As stated in Chapter 2, most typical junctions for normal contact situations have diameters of the order of 10 microns. In the current case, when the load is 5N, the calculated Hertzian radius is $46.3\mu m$. The wear track width after 1 cycle of rotation is about $60\mu m$, which is a few times larger than the normal typical junction size.

Microscopically scrutinizing the wear track, we see that it is highly merged from different grooves generated at different rotations. From several independent Pin-on-Disk wear tests it is found that only one wear track is generated (each cycle of rotation follows the same track). There is, however, some randomness due to eccentricity of the rotary table as well as the difference of tensile stress of the pin holder and changing friction force between the pin and the table surface. In the example shown in Fig. 6.3, the average width of the wear track after 15 cycles of rotation is about $200\mu m$.

The experimental results of wear area versus rotation cycles for different loads and speeds are shown in Fig. 6.4. In these experiments, all the images are acquired under the same illumination (same intensity level) and the thresholds are chosen in the same way as mentioned earlier.

6.3.3 Result analysis

Fig. 6.4 (a) shows wear area against rotation cycles for the same rotation speed 0.5rpm (also same linear speed) and different loads 1N and 5N. Fig. 6.4 (b) illustrates the result for the same load 5N and different rotation speeds 0.5rpm and 1rpm. The results are least squares fitted to the curve

$$A = k \cdot n^{2/3} + b,$$

where $k$ and $b$ are two free parameters of the curve. The curve fitting is only done for the initial phase of a wear process indicated by arrows in the figure. In the particle-forming phase, the presence or removal of large particles on or from the images leads to large deviations of the identified wear area.

From Fig. 6.4 (a) and (b) we can see that in the initial phase of wear processes, the wear area is approximately proportional to $n^{2/3}$, where $n$ is the number of
(a) Initial (reference) image

(b) Image after 15 cycles of rotation

(c) Binary image after thresholding the difference image between (a) and (b)

**Figure 6.3:** An experimental result of wear area identification
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(a) Same rotation speed (0.5rpm), different loads

(b) Same load (5N), different rotation speeds

Figure 6.4: Wear area versus rotation cycles (the arrows mark the end of the initial wear phase)
rotation cycles.

From Fig. 6.4 (a) we do not observe that the wear area is proportional to $F^{2/3}$ for these two forces in the initial phase of a wear process. Due to the shortage of the test samples, we are not able to try more loads to achieve a statistical result. But, generally we can see that a larger load causes larger wear.

From Fig. 6.4 (b) we can see that the rotation speed (low) does not have big influence on the wear area. However, from the experiments we can see that larger speed or load makes a wear process finish the initial phase faster.

6.3.4 Conclusion

From the experimental results and above analysis we can conclude that the wear area identified by the simple thresholding method in an image sequence might be a proper measure for a dry sliding wear process. And for the initial phase of a wear process, wear area measured in this way may be proportional to (number of cycles)$^{2/3}$, which is consistent with Archard’s equation.

6.4 Estimation of Degree of Wear

In the previous section, we discussed a quantitative measure, wear area for studying dry sliding wear behavior. Another interesting research point of online wear monitoring is to estimate the degree of wear which indicates remaining life of a product.

As discussed in the previous chapter, for some applications, coating failure detection for instance, it could be sufficient to obtain a qualitative answer like "a type of wear occurs on the bottom right of a surface”. The "what” and ”where” questions can thus cover the entire range from "there is something”. Furthermore, except extracting early-warning information from the detection of wear, it may be more useful to monitor wear dynamically at multiple levels, i.e. determining wear state instead of a binary decision of "there is wear” versus "no wear” because it gives an indication of the remaining lifetime of a product or a machine element. Representation in state of wear allows for lower variance, less confusion, and might help characterize a specific wear process as well. Therefore, it is necessary to define some indicators of state of wear. Some quantitative wear measures, for example, wear scar width or area discussed earlier, loose applicability for estimation of the degree of wear as they are not suitable for characterizing either the randomness of surfaces or the dynamic nature of a wear process. As for surface roughness measures, whether RMS roughness or RMS slope, ignores any spatial correlation and structural information within the surface. This profoundly limits their capability
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to characterize surfaces as well as dynamics of wear processes.

Generally speaking, in a dynamic case statistical measures work better. Fractal values as surface morphological measures might be good alternatives. In this section, indicators of state of wear will be investigated using fractal image analysis. Next, we give a brief introduction to fractals.

6.4.1 Fractal Geometry

Conventionally point, line, surface and volume have topological dimensions of 0, 1, 2 and 3 respectively. But many real-world lines and surfaces have a roughness that reaches out into a higher dimension, and expressing that as a fractional value may be understood as a qualitative measure of the roughness. It is interesting that much of the natural world seems to obey fractal geometry, rather than Euclidean geometry.

Fractals were first introduced by Mandelbrot [53] and have been being rapidly assimilated into many diverse fields of physics and mathematics. Fractal geometry is the geometry of the broken up, the pitted and pocked, the tangled and twisted, the turbulent and the chaotic [87]. The central theme of fractal geometry is that nature, although seemingly complex, exhibits a fundamental property generally known as self-similarity. In other words, however complex the shape and/or dynamic behavior of a system, its features at one scale resemble those at other scales. Consider a bounded set \( S \) in Euclidean \( n \)-space. The set \( S \) is said to be self-similar if \( S \) is in the union of \( M \) distinct (non-overlapping) copies of itself, each of which has been scaled down by a ratio \( \xi < 1 \) in all coordinates. The fractal dimension (FD) \( D \), also known as Hausdorff dimension, is given by

\[
M \xi^D = 1 \quad \text{where} \quad D = -\frac{\ln M}{\ln \xi} \quad (6.8)
\]

The ranges in the value of \( D \) characterize the type of fractal (see Table 6.2).

<table>
<thead>
<tr>
<th>Fractal Dimension</th>
<th>Fractal Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 &lt; D &lt; 1 )</td>
<td>Fractal Dust</td>
</tr>
<tr>
<td>( 1 &lt; D &lt; 2 )</td>
<td>Fractal Signal</td>
</tr>
<tr>
<td>( 2 &lt; D &lt; 3 )</td>
<td>Fractal Surface or Image</td>
</tr>
<tr>
<td>( 3 &lt; D &lt; 4 )</td>
<td>Fractal Volume</td>
</tr>
</tbody>
</table>

Natural fractals do not in general possess such deterministic self-similarity. Most of them exhibit statistical self-similarity. Such fractal sets are composed of
$M$ distinct subsets each of which is scaled down by a ratio $\xi < 1$ from the original and is identical in all statistical respects to the scaled original. Furthermore, the scaling ratios need not to be the same for all the scaled down copies. Certain fractal sets are composed of the union of $M$ distinct subsets each of which is scaled down by a ratio $\xi_i < 1$, $1 \leq i \leq M$ from the original in all coordinates. The FD is given by a generalization of Eq. (6.8), namely

$$\sum_{i=1}^{M} \xi_i^D = 1$$  \hspace{1cm} (6.9)

Finally, there are self-affine fractal sets which are scaled by different ratios in the different coordinates. For example, consider a curve $f(x)$ which satisfies $f(\xi x) = \xi^\kappa f(x), \forall \xi > 0$, where $\xi$ is a scaling factor and $\kappa$ is the scaling exponent. In other words this implies that the curve is self-affine if a scaling of the $x$-coordinate by $\xi$ gives a scaling of the $f$-coordinate by a factor $\xi^\kappa$. To summarize, we reprint the definition of a fractal, according to Mandelbrot, who originally coined the term in 1982. A fractal is by definition a set for which the Hausdorff dimension strictly exceeds the topological dimension, and a fractal is a shape made up of parts similar to the whole in some way. In this study, we mainly focus on fractal surfaces whose fractal dimensions are larger than 2.

### 6.4.2 Fractal Image Analysis

The application of fractal geometry to imaging science and computer vision is now receiving increasing attention. Fractal analysis has been used to describe complex physical phenomena such as turbulence, brittle fracture of materials, machining and tool wear [43, 80]. Fractal characterizations have also been used to describe complex two or three-dimensional surfaces, such as deposited surfaces [80], wear-erosion surfaces [74, 76], wear particles [65, 66, 67, 68, 69]. To our knowledge, the evolvement of dry sliding wear on a machined surface has not been investigated by online analyzing its images using fractal analysis techniques. In the following, we will use fractal analysis to assign numerical values to indicate the degree of wear for a wearing surface under dry sliding situation.

Fractal dimension is the most important parameter in fractal analysis. Various methods have been proposed to estimate fractal values [80]: Fourier, Kolmogorov, Korcak, Minkowski, root mean square, slit island, etc. These methods differ in computational efficiency, numerical precision and estimation boundary. However, a strong correlation was reported between the relative ranking of fractal values obtained from different fractal measuring techniques [74, 80]. Among these methods the Fourier analytical technique is the most promising one in that it has several
advantages: first, this technique provides fractal information as a function of surface orientation so that it reveals and can characterize anisotropy (an example is shown in Fig. 6.6); second, the Fourier method is relatively insensitive to the presence of the noise in images; third, there exists a fast algorithm, the FFT, which provides efficient implementation particularly for realtime application; fourth, the intercept of the log (power spectrum) versus log (frequency) has also been interpreted and correlated with surface roughness, which will be addressed shortly; fifth, the computation of fractal values is based on explicit formula and potentially more accurate computationally. For these reasons Fourier analysis is adopted to estimate fractal values in this work.

Next we address this method in a little more detail. Consider the power spectrum of an ideal one-dimensional fractal signal with fractal dimension $D$. This has the formula,

$$P(f) = c|f|^{-\beta}$$  \hspace{1cm} (6.10)

where $c$ is a constant and $\beta$ the spectral exponent is related to its fractal dimension $D$ by [87]

$$D = \frac{3D_T + 2 - \beta}{2}$$  \hspace{1cm} (6.11)

where $D_T$ is the topological dimension (for a surface, $D_T = 2$). In the following we describe how to use this equation to compute the fractal dimension over a surface or 2D image. The procedure begins by computing the 2D Fourier transform $F(u,v)$ of the spatial surface or image $I(x,y)$ by means of an FFT and then estimating the power spectral density function (PSD)

$$P(u,v) = |F(u,v)|^2,$$  \hspace{1cm} (6.12)

where $u$ and $v$ are the spatial frequencies (number of waves per unit wave length) in the $x$ and $y$ directions respectively. Fig. 6.5 shows an anisotropic fractal surface (gray level coded topographical image), whose PSD is illustrated in Fig. 6.6\(^1\). The radial magnitude lines originating from the center of the PSD combine the information for all profiles in the same corresponding direction. Sampling the PSD along each of these radial lines is equivalent to sampling profiles in different directions from the original surface. The FD is computed from each of the radial lines in a similar fashion, i.e. fitting a least squares error line to the data. In Fig. 6.6 a radial line is selected at an angle $\theta$ from the PSD and is redrawn in Fig. 6.7.

The PSD magnitudes at angle $\theta$ are selected by converting $P(u,v)$ to the polar coordinate system $P(f)$ such that $f = \sqrt{u^2 + v^2}$, $u = f \cos \theta$ and $v = f \sin \theta$ where $f$ denotes radial frequency. The PSD in the direction $\theta$ is the collection of magnitudes at those coordinates. A least squares error line is fitted to the

\(^1\)It is actually the logarithm plot of the PSD for better visualization.
Figure 6.5: A simulated anisotropic fractal surface (gray level coded topographical image)

Figure 6.6: PSD of the fractal surface shown in Fig. 6.5
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Figure 6.7: Power spectral density along the radial line shown in Fig. 6.6

spectral power magnitudes over a log-log scale. By ignoring the first few Fourier coefficients near the center of the PSD that contains the low frequency information, any structural information for the entire surface data is skipped [80]. The slope of the fitted line is related to the FD from Eq. (6.11) by

\[
D = \frac{8 - \beta}{2}
\]  

(6.13)

This is the FD for the angle \( \theta \). The angle \( \theta \) is varied to build up a collection of FDs along each radial line. Because the PSD is symmetric the angle only needs to be varied from \( 0 \leq \theta \leq \pi \). By plotting each of the FDs on polar coordinates the directionality of the FD can be examined. This type of plot is called a rose plot [80]. Anisotropic rose plots of slope and FD of the surface shown in Fig. 6.5 are given in Figs. 6.9 (a) and (b) respectively.

In addition to computing the PSD, the phase distribution should also be checked to ensure randomness, a necessary property for a surface or image to be fractal [80]. This is an important criterion that is not always tested in measurement procedures. The same series of amplitudes would correspond to a decidedly nonfractal profile if the phase values were not randomized. Fig. 6.8 shows the plot of the histogram of the phase values for the terms in the Fourier series of the simulated surface shown in Fig. 6.5. They are indeed uniformly random.

Meanwhile, another interesting parameter that needs to be considered is the
vertical intercept (VIC) of the regression line (see Fig. 6.7) with the vertical axis located at the origin. Russ [80], Rawers and Tylczak [74] argued that it has to do with surface roughness. Simply from the Eq. (6.10) we can see that the constant of proportionality $c$, which corresponds to the VIC of the fitted line, describes the overall magnitude of the roughness. Clearly this is an important parameter, since two surfaces which have the same fractal dimension (same $\beta$) but differ in this parameter will have different properties, and may be produced in different ways. Hence VIC is considered as another fractal value in this work. Fig. 6.9(c) shows the rose plot of VIC.

The simulated surface shown in Fig. 6.5 is anisotropic in structure, which can be easily recognized from its PSD shown in Fig. 6.6, but almost isotropic in RMS roughness. From the rose plots of slope, FD and VIC (see Fig. 6.9), we can see that the slope and corresponding FD characterize the anisotropy of the surface in structure, while the nearly isotropic VIC reflects the isotropy of the surface in RMS roughness.

### 6.4.3 Indicators of State of Wear

As stated in the beginning of this section, one of the objectives of wear monitoring is to estimate the state or degree of wear of the surface so that the remaining lifetime of the concerning product or machine element can be predicted, given that the same wear conditions are kept. Hence, it would be necessary and helpful to define/find some indicators of state of wear, by which the wear status (or degree of wear) of the surface being monitored can be described quantitatively to a certain extent. These indicators may also further help understand or characterize a specific wear process.

Generally a wear process, irrespective of wear type or mechanism, will somehow vary the surface features: surface roughness, elevation, and/or surface tilt,
Figure 6.9: Rose plots of slope, FD and VIC of the anisotropic surface shown in Fig. 6.5
which result in morphological changes of the surface. Thus, some measures which characterize surface morphology and/or roughness may also be taken as indicators of state of wear.

Fractal values, FD and VIC, the important parameters in fractal analysis described in 6.4.2, are measures of the morphology, texture, and/or roughness in the surface (or images). The variation in surface structure caused by a wear process, which corresponds to morphological changes in grayvalue images captured by an imaging system, can be numerically characterized by fractal values. Thus fractal values may be potential indicators of wear state of a surface.

Next, online monitoring of dry sliding wear will be investigated using fractal analysis by assigning numerical values, namely fractal values, with the ultimate goal of relating them to the state of wear that might lead to predict the remaining life of a product or understand some specific wear phenomena.

### 6.5 Monitoring of Dry Sliding Wear

Many machined or man-made natural surfaces are of fractal nature, i.e. they have details at many scales and also part of a surface at a large scale is similar to a part of the surface at a small scale. The brightness images resulted from scattering or re-emission of light or other signals from surfaces are related in some unique way to surface roughness, elevation, and local surface slope. Consequently, the brightness patterns which are observed from a fractal surface will be mathematically a fractal as well [80]. Fig. 6.10 shows an image of a machined surface and associated fractal values. Hence it seems reasonable to expect the amount of wear to be revealed by progressive changes in fractal values, by comparing them from surface images of the same materials under similar lighting and viewing conditions. In the current study we restrict ourselves on machined surfaces only.

Considering the advantages of Fourier analytical technique on fractal analysis of images as introduced in Subsection 6.4.2, we will apply it to the online monitoring of dry sliding wear.

#### 6.5.1 Experimental Results and Analysis

To validate the feasibility of fractal analysis techniques on online monitoring of wear, some wear experiments under dry sliding condition with different normal loads and rotary speeds were conducted. The experiments are similar to those described in Subsection 6.3.4. The operating conditions are listed in table 6.3. The online wear behavior of the disk surface is of our interest.

Likewise, in order to study the progressive changes of fractal values of a same
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Figure 6.10: (a) A surface image of a machined aluminium disk, and (b) power spectrum of its Fourier transform, plotted as directionally averaged of log (power) vs. log (frequency); The upper right part of (b) shows its phase distribution that is uniformly random.

surface area, the rotation of the disk and image acquisition must be synchronized as addressed in chapter 3. In this way the images from the same area (with negligible maximum 5 pixels error in each direction) of the wearing surface are acquired after each rotation and then fractal analysis of these images is done as described in Subsection 6.4.2. The fractal values are computed in 24 directions and the directionally averaged values are considered as the overall fractal values of the image. Images from the first 5 cycles and the subsequent every 5 cycles are used for analysis.

Some intermediate results of the experiment under the conditions that normal load is 5N and rotation speed 0.5rpm are shown in Fig. 6.11. From this figure we can see that the initial image of the machined surface (without wear) and those with dry sliding wear tracks are indeed fractals in that (1) their power spectra show linear variation between the logarithm of power spectrum and the logarithm of frequency; (2) their phase spectra are randomly distributed (a necessary property for fractals mentioned earlier).

Aside from checking randomness of phase spectrum, there may also be a problem in dealing with the presence (or absence) of a few frequencies in the spectrum. In terms of the physical surface (or image), the peak corresponds to a single sinusoid superimposed on the otherwise fractal surface. The sinusoid dominates the visual appearance of surface (or image). However, the process of fitting a linear
Table 6.3: Operating conditions of wear experiment

<table>
<thead>
<tr>
<th>Material</th>
<th>Indenter: ball bearing steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pin shape and size</td>
<td>Disk: aluminium</td>
</tr>
<tr>
<td>Normal load</td>
<td>Sphere with diameter 3mm</td>
</tr>
<tr>
<td>Hertzian radii</td>
<td>1N, 2N, 5N</td>
</tr>
<tr>
<td>Rotation speed (linear velocity)</td>
<td>0.5rpm, 1rpm (3.1mm/s, 5.0mm/s)</td>
</tr>
<tr>
<td>Lubrication</td>
<td>None</td>
</tr>
<tr>
<td>Temperature</td>
<td>20°C</td>
</tr>
<tr>
<td>Image size</td>
<td>512 × 512 (pixels)</td>
</tr>
</tbody>
</table>

least squares line to hundreds of points in the power spectrum tolerates having a few points widely scattered from the main trend, i.e. the presence of a few widely scattered frequencies is only a minor component of the log (power spectrum) vs. log (frequency) plot. Another note is that the Fourier transform method assumes that the signal being processed is periodic. For an image, it means that the image is one tile in an endlessly repeating array. This in turn means that the upper and lower edges of the image, and the left and right edges of the image, should match. If they do not, it requires many high frequency terms to handle the abrupt step. It is necessary to ignore these terms as they do not contain information on the FD. These values are bypassed in all of the analyses hereafter.

Fig. 6.12 gives the plot of fractal values versus cycles of rotation of the experiment in Fig. 6.11. We can see that fractal values vary with the rotation cycles: the FD decreases and the VIC increases with the number of rotation cycles. This can be reasoned as follows: When the hard pin is sliding on the relatively softer disk with a certain load, generally the asperities of the disk are first pressed and plastically deformed; with the sliding continues, they are further removed from the surface as wear debris. This makes the surface locally smoother (local roughness decreases), but overall roughness of the viewed surface increases relatively. This is consistent with the changes of the VIC, so VIC may be regarded as a surface roughness indicator. On the other hand, with the press and removal of the asperities, the magnitudes of the low frequencies increase, which result in the drop of the FD consequently.

It can also be observed from Fig. 6.12 that the wear process reaches an almost stable stage after about 40 cycles. The fluctuations of the FD and VIC after 40 cycles are mainly caused by the formation of large wear debris, which are present in the images and may be removed by the pin in subsequent rotations. In the
Figure 6.11: Experimental results of a dry sliding wear process: (a) a surface image of a machined aluminium disk before wear, and (b) its power spectrum, plotted as directionally averaged of log (PSD) vs. log (frequency), the upper right part of which shows its phase distribution; (c) is the image of the surface in (a) after 20 cycles of dry sliding rotation with normal force 5N and rotary speed 0.5rpm; and (d) is its corresponding power spectrum and phase distribution.
Figure 6.11: (continued) (e) (g) are the images of the surface in (a) after 40 and 60 cycles of dry sliding rotation, respectively, with normal force 5N and rotary speed 0.5rpm; and (f) (h) are their corresponding power spectra and phase distributions.
following we will study the effects of normal load and rotation speed on dry sliding wear using fractal analysis.

**Effect of Load**

Fig. 6.13 shows the results of variations of fractal values versus rotation cycles under different normal loads but same rotation speed. From this figure one can find that the larger the normal load, the faster the FD falls and the VIC rises. This is consistent with wear phenomena observed by offline methods, i.e. larger normal load evokes larger amount of wear on the surface.

**Effect of Rotation Speed**

Fig. 6.14 shows the results of variations of fractal values versus rotation cycles under different rotation speeds but same normal load. From this figure we can see that the speed (low) does not have big influence on the fractal values, but we still can observe some differences between these two curves. This can be reasoned as follows: for larger speed, the sliding wear reaches an intermediate stable state faster, but with subsequent sliding, wear debris loses from the surface, which results in a sharper change on fractal values, then the wear reaches another stable state.
Relation of Fractal Values and State of Wear

From the above experimental results and analysis we can see that fractal values numerically indicate the overall state of wear of a surface in a dynamic wear process. Hence we may take them as indicators of state of wear for online monitoring of dry sliding wear. Furthermore, since they can be easily computed from the FFT of surface images, they are suitable for realtime wear inspection oriented applications as well.

6.5.2 Discussions

To understand well the results of monitoring of a dry sliding wear process using fractal analysis, we must keep the following in mind:

1. The camera must always stay in focus during the observation of the wear process; otherwise unsharp images may cause incorrect fractal values. FD, for instance, may drop because of the absence of the terms of high frequencies in unsharp images.

2. The presence of wear particles causes the fluctuation of fractal values, therefore they become imprecise after a certain number of cycles of rotation.

Figure 6.13: FD (a) and VIC (b) vs. rotation cycles for same rotation speed (0.5rpm), different loads

more quickly.
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3. The surface images are self-affine not self-similar, i.e. the scale of the vertical direction (in gray values) is different from those of the spatial directions and the scales of the spatial directions may also differ. For this reason, the FD of a surface image is not necessarily in the range of 2 to 3, or the same as that obtained from other methods.

4. The overall magnification of the imaging system has a big influence on the calculation of the fractal values because of self-affinity. Therefore the magnification must be identical for comparison of the results from different wear experiments.

5. Fractal values give only a relative indication of the overall state of wear for a wear process. The real state of wear must be evaluated by correlation with other wear measurements, possibly offline.

6.5.3 Conclusions

The following conclusions may be drawn from this section:

1. Images of machined surfaces after dry sliding wear are still fractals.

2. Fractal analysis, Fourier analytical techniques in particular, can be used to the monitoring of dry sliding wear online.
3. Fractal values, namely FDs and VICs computed from PSDs of a sequence of images of a wearing surface relatively indicate the overall state of wear in a dry sliding case.

6.6 Summary

This chapter presents techniques for online wear monitoring. By analyzing image sequence of a wearing surface, dynamics of wear processes are studied. Wear behavior of dry sliding wear in particular, for instance wear area against sliding cycles under different operating conditions, such as varying normal load, different sliding speeds, is investigated. Wear area in the initial phase of a wear process identified by the simple thresholding method is found to be likely consistent with Archard’s equation.

To estimate the degree of wear, fractal values, namely fractal dimension and vertical intercept, computed from the power spectra of images of a wearing surface, are adopted as indicators of the dynamic wear process. Experimental results show that progressive changes of fractal values might reveal the wear status of the surface.
Chapter 7

Conclusions and Recommendations

This chapter presents some final conclusions on this research as well as some recommendations for further improvement and future research.
7.1 Conclusions

The goals of this thesis, as formulated in Subsection 1.2.3, were to design a simple, low cost, laboratory-use apparatus for conducting wear test as well as online wear measurement, to use this apparatus to develop techniques for online wear detection and monitoring, and to study wear dynamics of ad hoc dry sliding wear. In this section we conclude this thesis by discussing to what extent these research goals have been accomplished.

7.1.1 Review of Wear Monitoring

In Chapter 2 we reviewed the existing methods for wear monitoring. These methods were generally categorized into 6 types in terms of different wear measures. Among them the state of the art methods are topographic methods using modern high resolution instruments such as STM, AFM and interference microscope. Such topographic methods are mainly limited to fundamental research, i.e. measuring wear of some materials on a nanometer scale. On the other hand, the modern instruments used in such methods are sensitive to vibration, complicated to operate, comparatively slow and high cost, and not suitable for industrial applications.

Nearly all the existing methods, irrespective of their measurement principles, are offline. Such inherent nature makes them not suitable for measuring a wearing surface in motion. As such using these methods we can not accurately characterize the behavior of a dynamic wear process.

Non-contact, low cost, high speed and reasonably accurate wear monitoring methods, particularly online, are highly demanded in tribological research as well as in industrial applications. This thesis was aimed to develop such low-cost online methodology.

7.1.2 Wear Apparatus Design

Chapter 3 developed a simple, cost-effective, laboratory-use apparatus for online wear testing and monitoring. The apparatus combines a simplified Pin-on-Disk wear tester and an imaging system. The wear tester part is capable of simulating three types of sliding contacts: point contact, line contact and conforming contact by employing different pins of spherically, cylindrically and flat shaped tips respectively. Other important factors for wear testing, load and speed for instance, can also be varied. The imaging system part consists of a video zoom microscope and a CCD camera. It is capable of acquiring images of a surface in motion in real time.

Using the designed wear apparatus, dry sliding wear test for three contact
modes can be conducted. Online wear detection and monitoring can be performed by analyzing the images captured by the imaging system. This wear apparatus offers more accurate results than traditional offline wear measurement instruments in the sense of neither interrupting the dynamic wear process nor changing wear environment or conditions. Furthermore, it is fast, noncontact, cost effective and easy to operate.

With the current wear apparatus we are able to estimate surface roughness statistically, but can not measure surface topography.

7.1.3 Ring Light Illumination Modeling

Considering the crucial role illumination plays in an imaging system, Chapter 4 discussed the choice of illumination strategy for a microscope. According to this strategy, a fiber optic ring light was found to be a proper illuminator for the imaging system designed in Chapter 3, under which the wear features of interest were revealed. A ring light illumination model was then developed. It showed that uniform illumination on the nominal plane of a surface can be achieved when the ring is located in a proper height range. Irradiance diagrams predicted by the model were in good agreement with those measured by a photometer. Uniform illumination is even more easily achieved for a microscope (the current case) due to its small FOV.

Modeling of surface reflection is a very complex problem. A specular reflectance model, based on the Torrance-Sparrow model, was formulated for ring light illumination. The parameters, such as local viewing angles, RMS roughness, RMS slope, etc. that affect surface radiance were also discussed and evaluated. The radiance variation predicted by the model with respect to the parameters was found in good agreement with the measurements from the current imaging system. In addition, the reflectance model for ring light illumination can be generalized to those surfaces whose slope distribution are not of the assumed Gaussian shape due to the inherent integration over all azimuth angles under the ring light.

A wear process that alters surface parameters, such as surface local height, RMS roughness, RMS slope and mean orientations of local surface patches etc., results in changes of surface radiance, image irradiance and image texture thereafter. The models developed in Chapter 4 helped interpret wear patterns present on the specimen’s surface images and provided theoretical basis for detection and monitoring of wear by analyzing image sequences.
7.1.4 Online Wear Detection

Wear detection on machined surfaces can be regarded as a texture segmentation problem. Chapter 5 developed two filtering approaches to online wear detection: unsupervised detection scheme using multichannel Gabor filters and supervised detection scheme using optimized filters. Both approaches can successfully detect wear patterns present on textured surfaces, machined surfaces for instance. Experiments conducted on various real wear samples confirmed the usefulness of these two approaches.

Using only the real part of a Gabor filter, reasonable performance of wear detection was found. This is useful for realtime applications due to its computational efficiency.

For both approaches, filter size affects the performance of wear detection. Trade-offs between speed and performance must be made for realtime applications. The unsupervised scheme using multichannel Gabor filters needs little prior knowledge of wear and was found to offer better detection results. Compared to Gabor filters, the supervised scheme using optimized filters obtained successful results with less computationally complex filters. However it needs better insight, representative wear samples for instance, in the design (calibration) phase.

These two approaches were only qualitatively evaluated. Quantitatively evaluation needs to be done by correlation with measurements from offline methods.

7.1.5 Online Wear Monitoring

Using the wear apparatus developed in Chapter 3, some behaviors and dynamics of ad hoc dry sliding wear processes were investigated in Chapter 6. The wear area identified by the simple thresholding method in an image sequence might be a proper measure for a dry sliding wear process. And for the initial phase of a wear process, wear area measured in this way was preliminarily found to be proportional to (number of cycles)²/³, which is consistent with Archard’s equation (obtained offline) [1].

Images of machined surfaces after dry sliding wear were found to be still fractals. Techniques of fractal analysis, Fourier analytical techniques in particular, can be used to monitor wear, by analyzing image sequences of a wearing surface. Fractal values, namely FDs and VICs computed from PSDs of a sequence of images of a wearing surface relatively indicate the overall state of wear in a dry sliding case.

Online monitoring of dry sliding wear was only investigated on relatively slow speeds. For a high moving speed, the motion blur of the images need to be considered.
7.1.6 Overall Conclusions

The research goals formulated in Subsection 1.2.3 for the study of methodology for online wear monitoring have been accomplished. With certain limitations the imaging methods presented in this thesis may provide a noncontact, economical, fast and accurate solution to the online wear monitoring problem.

The designed laboratory-use wear apparatus, together with the imaging techniques are of potential usefulness not only in tribological research but in some industrial applications as well: such as cutting tool wear monitoring, damage detection of metal sheets in production phase, coating failure inspection etc. Some preliminary experiments of primer damage detection conducted on metal plates produced by Corus [90] validated the approaches developed in Chapter 5.

The same as other methods, the methodology for online wear monitoring presented in this thesis inevitably have some limitations. In the following we list some general limitations:

- The inspection surfaces need to be relatively smooth and clean;
- The wear apparatus and the imaging methods were developed to study only dry wear (not lubricated);
- The proposed approaches to wear detection work only on textured surfaces;
- The fractal image analysis approach to wear monitoring is applicable only to fractal surfaces (machined surfaces for instance).

7.2 Recommended Improvements and Future Work

In the following we provide some recommendations for further improvement of this research and some problems that may be explored for future study.

7.2.1 Wear apparatus

- Presence of wear particles causes errors in image analysis. By designing a mechanical part to sweep the wear particles away from the FOV of microscope may improve the performance;
- Adding the adapter designed by Canner [83, 38] for free-rolling contact (see Fig. 7.1) to the wear tester may extend its functionality to rolling wear;
• Using a sophisticated stereo microscope instead of the current one, topographic images may be obtained.

7.2.2 Illumination

In the current imaging system, a fiber optic ring light is employed as illumination for its advantages (presented in Chapter 4). The ring light provides uniform and diffused illumination to the specimen. This might also be a disadvantage for observing wear on the specimen’s surface. The reason is that, surface texture is an important feature for wear detection. We should keep as much as possible surface textural information in the image. Ring light illumination, however, reduces texture contrast for its diffused nature (360° coverage). For instance, the surface shown in Fig. 4.21 (a) has obvious patterns of lays and grooves, which are not clearly seen in Fig. 4.20 (a). To compensate this shortcoming of ring light illumination, it might be good to combine a directional oblique illumination so that surface textural information remains in the image to some extent, meanwhile the shadows are illuminated by the ring light to some degree to prevent the lose of the surface detail. An optimal illumination might be achieved by adjusting the angle of the directional oblique light and intensity of the ring light.

7.2.3 Wear Detection and Monitoring

• Some specific wear behavior or phenomena can be further studied by characterizing the detected wear image textures and correlating with offline mea-
• Correlating fractal values measured by the current imaging methods with those obtained from offline topographical methods may lead to an algorithm for estimating the remaining life of a certain element of certain material.
Appendices
Appendix A

Derivation of the Parameters of the Gabor Filter Bank

The following derivation is mainly based on the explanatory notes from [54]. The Gabor filter bank introduced in Chapter 5 is

\[ g_{mn}(x, y) = \xi^{-m} g(x', y'), \quad (A.1) \]

where

\[ \begin{align*}
    x' &= \xi^{-m}(x \cos \theta_n + y \sin \theta_n) \\
    y' &= \xi^{-m}(-x \sin \theta_n + y \cos \theta_n) .
\end{align*} \]

\( \xi > 1, \ m = 1, 2, \ldots, P, \ n = 1, 2, \ldots, Q, \) and \( \theta_n = (n - 1)\pi/Q. \)

Given \( u_l, u_h, P, \) and \( Q, \) we are going to find \( \xi, \sigma_x \) and \( \sigma_y \) so that the half-peak magnitude response of adjacent filters touch each other.

The Fourier transform of Eq. (A.1) is

\[ G_{mn}(u, v) = \xi^{m-1} G(\xi^{m-1}(u \cos \theta + v \sin \theta), \xi^{m-1}(-u \sin \theta + v \cos \theta)), \]

where \( G(u, v) \) is the Fourier transform of Gabor filter \( g(x, y) \) (see Eq. (5.2)). Thus

\[ 
\begin{align*}
    G_{11}(u, v) &= \exp\left(-\frac{1}{2}\left(\frac{(u - u_h)^2}{\sigma_u^2} + \frac{v^2}{\sigma_u^2}\right)\right) \quad (A.3) \\
    G_{21}(u, v) &= \xi \exp\left(-\frac{1}{2}\left(\frac{((\xi u - u_h)^2}{\sigma_u^2} + \frac{(\xi v)^2}{\sigma_u^2}\right)\right) \quad (A.4) \\
    G_{31}(u, v) &= \xi^2 \exp\left(-\frac{1}{2}\left(\frac{(\xi^2 u - u_h)^2}{\sigma_u^2} + \frac{(\xi^2 v)^2}{\sigma_u^2}\right)\right) \quad (A.5)
\end{align*} \]
Derivation of the Parameters of the Gabor Filter Bank

Figure A.1: The contours of half-peak magnitude responses of adjacent Gabor filters with the same orientation but different scales.

We want $G_{11}(u,v)$ and $G_{21}(u,v)$ to touch at half-peak magnitude as illustrated in Fig. A.1, i.e.

\[
\exp\left(-\frac{1}{2}\left(\frac{(u_1 - u_h)^2}{\sigma_u^2} + 0\right)\right) = \frac{1}{2} \tag{A.6}
\]

\[
\xi \exp\left(-\frac{1}{2}\left(\frac{(\xi u_1 - u_h)^2}{\sigma_u^2} + 0\right)\right) = \frac{\xi}{2} \tag{A.7}
\]

From Eq. (A.6) and Eq. (A.7) we get

\[
\begin{cases}
  u_1 = -\sigma_u \sqrt{2\ln 2} + u_h \\
  u_1 = \frac{u_h}{\xi} + \frac{\sigma_u}{\xi} \sqrt{2\ln 2}
\end{cases} \tag{A.8}
\]

From Eq. (A.8) we obtain

\[
\sigma_u = \frac{(\xi - 1)u_h}{(\xi + 1)\sqrt{2\ln 2}} \tag{A.9}
\]

Then according to Eq. (5.3),

\[
\sigma_x = \frac{(\xi + 1)\sqrt{2\ln 2}}{2\pi u_h (\xi - 1)} \tag{A.10}
\]

Eq. (A.7) gives ellipse equation with center $u_2 = \frac{u_h}{\xi}$. Similarly, for $m = 3, n = 1$, we get $u_3 = \frac{u_h}{\xi^2}$ according to Eq. (A.5). Hence, for $m = P$, we have

\[
u_l = \frac{u_h}{\xi^{P-1}},
\]

\[
\xi = \left(\frac{u_h}{u_l}\right)^{\frac{1}{P-1}}. \tag{A.11}
\]
For the rotated Gabor functions at $\theta = (n - 1)\pi/Q$, they have to touch also at half-peak magnitude (see Fig. A.2). We need the two ellipse to touch at half-peak, which is the same as the line $v = u \tan \frac{\pi}{2Q}$ being touched to the ellipse $G_{11}(u, v) = 1/2$, i.e. intersecting the line $v = ku$ with

$$\frac{u - u_h}{\sigma_u^2 2 \ln 2} + \frac{v^2}{\sigma_v^2 2 \ln 2} = 1$$

for a single point $(u_1, v_1)$ by eliminating $v$ from Eq. A.12, and setting the discriminator to zero for a unique solution in the equation of $u$, one gets the following equation:

$$4u_h^2 b^4 = 4(b^2 + a^2 k^2)(b^2 u_h^2 - a^2 b^4)$$

where $b^2 = \sigma_u^2 (2 \ln 2)$, $a^2 = \sigma_u^2 (2 \ln 2)$, $k = \tan \frac{\pi}{2Q}$. Hence

$$\sigma_u = \frac{\tan(\frac{\pi}{2Q})}{\sqrt{2 \ln 2}} \sqrt{u_h^2 - \sigma_u^2 (2 \ln 2)}$$

Then according to Eq. (5.4), we get

$$\sigma_y = \left( 2\pi \tan(\frac{\pi}{2Q}) \sqrt{\frac{u_h^2}{2 \ln 2} - \frac{1}{(2\pi \sigma_x)^2}} \right)^{-1}$$
Appendix B

Hertzian Radius

During the contact of two surfaces, contact will initially occur at only a few points (asperities) to support the normal load (force). In most contact situations, asperities may be deformed either elastically or plastically. In the experiments conducted using the designed wear apparatus, a spherically shaped pin is in contact with a smooth surface. In the following we consider the simpler idealized case of a single asperity loaded on a homogeneous and high elastic (rigid) flat body (see Fig. B.1). Such contact of two elastic solids are referred to as Hertzian contact [26].

During the compression by a normal force $F$, the spherical body deforms. If it does not deform, its profile would overlap with rigid body as shown by the dotted lines in Fig. B.1. The elastic deformation results in displacement of the surface outside the footprint such that the contact area is less than the overlap area resulting from intersection of the dotted surface with the flat plane.

We now consider the problem of elastic deformation of the sphere of radius $R$ in solid contact with an applied normal load $F$. The contact area is circular, having a radius $r$. From Hertz analysis, the contact radius, referred to as Hertzian radius, is:

$$r = \left( \frac{3FR}{4E^*} \right)^{1/3}$$  \hspace{1cm} (B.1)

where $E^*$ represents the effective modulus of elasticity, defined by:

$$\frac{1}{E^*} = \frac{1 - v_1^2}{E_1} + \frac{1 - v_2^2}{E_2}$$  \hspace{1cm} (B.2)

The parameters $E$ and $v$ are Young’s modulus of elasticity and Poisson’s ratio, respectively; subscripts 1 and 2 refer to the two bodies. From Eq. (B.1), note that the area of contact increases as normal load $F^{2/3}$.

For example, in our experiment of ball bearing steel against Aluminum disk:
Figure B.1: Schematic of normal contact of an elastic sphere and a rigid body

Ball bearing steel: $E_1 = 195\, GN/m^2$, $v_1 = 0.28$
Aluminum: $E_2 = 69\, GN/m^2$, $v_2 = 0.33$
$E^* = 56.6873\, GN/m^2$
For $R = 1.5\, mm$, the Hertzian Radii for different normal loads are:
$r = 27.1\, \mu m$ ($F = 1\, N$), $r = 34.1\, \mu m$ ($F = 2\, N$),
$r = 46.3\, \mu m$ ($F = 5\, N$).
Summary

Wear is traditionally measured offline. A new methodology for online detection and monitoring of wear has been investigated in this thesis. This methodology consists of design of an online wear testing apparatus and development of techniques for online wear detection and monitoring using imaging methods.

A simple, cost-effective, laboratory-use apparatus for online wear testing and monitoring was designed, which combines a simplified Pin-on-Disk wear tester and an imaging system. Using the designed wear apparatus, dry sliding wear test for three contact modes (point, line and conforming) can be conducted, meanwhile images of a surface in motion can be acquired in real time. Online wear detection and monitoring can be performed by analyzing a sequence of images of a wearing surface. This wear apparatus offers more accurate results than traditional offline wear measurement instruments in the sense of neither interrupting the dynamic wear process nor changing wear environment or conditions. Furthermore, it is fast, noncontact, cost effective and easy to operate.

Considering the crucial role illumination plays in an imaging system, a fiber optic ring light, according to the choice of illumination strategy, was chosen as a proper illuminator for the imaging system, under which the wear features of interest were revealed. An illumination model and reflectance model were then developed for ring light illumination. Both models were numerically evaluated and validated by experiments. Good agreement was found between the models and measurements. A wear process alters surface parameters, and results in changes of surface radiance, image irradiance and image texture thereafter. The proposed models helped to interpret wear patterns present on the specimen’s surface images and provided theoretical basis for detection and monitoring of wear by analyzing image sequences.

Wear detection on machined surfaces can be regarded as a texture segmentation problem. Two filtering approaches, namely unsupervised detection scheme using multichannel Gabor filters and supervised detection scheme using optimized filters were developed for online wear detection. Both approaches can successfully detect wear patterns present on textured surfaces, machined surfaces for instance.
Experiments conducted on various real wear samples confirmed the usefulness of these two approaches.

Monitoring of a dynamic wear process can be conducted by analyzing a sequence of images from a wearing surface. Wear behavior of an ad hoc dry sliding wear process was investigated under different operating conditions. Fractal analysis technique was also applied to estimate the state of wear in dry sliding situation. Experimental results showed that fractal values, namely fractal dimensions and vertical intercepts computed from power spectra of a sequence of images of a wearing surface are potential good indicators of state of wear.
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