ABSTRACT. Analysis of real time information can be used to leverage logistic value chains and processes. It enables organizations to become more flexible and efficient. With the continued explosion of available data, challenges are aplenty for logistic companies on how to use such data for meaningful service improvements. Capturing, storing and analyzing such data, extracting useful information, are representative of big data challenges in the logistic value chain. In this paper, we elaborate on the uses of big data analytics for logistics and the related interoperability challenges for logistic companies.

KEYWORDS: Interoperability, big data, logistics, syntactic level, semantic level, pragmatic level
1. Introduction

Logistics industry is moving from a product-related service to an information intensive service, (Sivan et al., 2014; Wegner et al., 2013), where information is a competitive advantage (Wedgwook et al., 2014). Real information about shipment/order locations avoids stock accumulation and makes the supply chain efficient. Abundant data is available these days from various sources, be it real time location of trucks, moving speed and location of deep sea vessels or expected rail disruptions. For strategic decision making the information which logistic companies must consider is rapidly increasing (Wedgwook et al., 2014). Not only there are different sources of data but they are generating data rapidly, which has to be stored and processed in near real time to derive useful information. Owing to its volume, velocity and variety it falls under the domain of big data. According to (Robak et al., 2014), big data is “data whose scale, distribution, diversity and/or timeliness require the use of new technical architectures and analytics to enable insights that unlock new sources of business value”. A typical example of big data in logistics would be, processing the board computer information from trucks where each truck sends 2-3 MB’s per minute (Sivan et al., 2014). Usage of big data for enhanced logistic services presents several interoperability challenges for a logistic company. The fact that there are many actors in a logistic value chain add to the interoperability challenges. Although, there are several reports on big data applications in logistics, scarce research literature exists on the big data interoperability challenges (Frehe et al., 2014). The goal of this paper is to discuss the interoperability challenges due to big data usage in logistic. Details over the technologies, methods of extracting, transforming and loading (ETL) of Big data is beyond the scope of this paper. In Section 2 we present background information on big data in logistics. In Section 3 we discuss the logistic process followed by Section 4 where improvement to the process using big data is explained. In Section 5 we discuss the challenges of using big data in logistic. A case study is given in Section 6 to show the state of practice of big data usage in logistics. Section 7 discusses the results and concludes the paper.

2. Background

Successful implementation and benefits of Big Data in logistics has been shown in (Dobrkovic et al., 2015; Sivan et al., 2014; Robak et al., 2014; Ayed et al., 2015). Analytics over Big Data provide useful information for increasing efficiency and in decision making, as shown by (Wegner et al., 2013). Challenges for big data implementation in logistics are discussed by (Mikavica et al., 2014) and (Hofman, 2015). Most existing literature of this topic falls short in two aspects. Firstly, the benefits of big data are not discussed adequately at process level and secondly, interoperability challenges are not discussed at different levels of interoperability. Only in (Janssen et al., 2014) interoperability challenges for big data in logistic are
discussed in detail and a maturity model is given for logistic companies willing to use big data analytics. In this paper, we address the aforementioned research gaps by discussing interoperability challenges at 4 different level for any logistics company. By associating big data analytics with logistic processes will bring the discussion closer to the process level.

2.1. NIST Big Data Taxonomy

With a view to reuse existing research on big data interoperability we refer the work of big data public working group (NIST, U.S Department of Commerce). In (NIST 2015) a detailed big data reference architecture is provided (Figure 1), along with a general taxonomy which is applicable to any big data usage scenario. In the taxonomy there are 7 actors. Figure 1 shows 4 of them, which are most relevant for the scope of this. The big data provider collect data from various data providers, cleans and combines the data. It analyses the combined data using software tools and algorithms to create useful insights, then provides access to the data consumer to make use of these insights. For ease of access and usage these insights are presented in the form of charts, graphs, heat maps or any other visualizations desired by the data consumer. To perform these activities (collection, preparation, analytics, visualization and access) the big data application provider can use the infrastructure provided by the big data framework provider (which is essentially an IaaS provider). A data consumer can have more than one big data application provider which in turn can have multiple data providers and big data framework providers. A LSP (logistic service provider) is a company which receives shipment orders from customers and uses its resources or those of its partners (or a combination) to fulfill orders. It is assumed that every LSP wants access to useful information for better efficiency. For the scope of this paper, we use the term LSP to include the concepts of 4PL and 3PL (Singh et al., 2015a).

![Figure 1. Adapted version of NIST Big data reference architecture (NIST 2015)](image-url)
2.2. Existing Big Data Applications in Logistics

Contextual data from various sources can be used in demand prediction, optimizing transport cost and intelligent warehousing. A good starting point to study existing application of Big Data in logistics is (Frehe et al., 2014). Frehe et al. review big data application in logistics and supply chains based on extensive literature search and interviews with LSPs. Table 1 enumerates the most relevant big data implementation in logistic. In (Wedgwook et al., 2014) three main areas are indicated where big data analysis can be used for positive business outcomes. These areas are, (a) Customer analytics and loyalty marketing (b) Capacity and pricing optimization and (c) Predictive maintenance analysis. In (Wegner et al., 2013) the possible uses of Big Data for logistic companies are discussed in more detail. A selection of the main ones are as follows - (a) Last mile optimization (b) Resource capacity planning (strategic i.e. long term and operational i.e. daily) (c) Customer loyalty management and Service improvement. (d) Supply chain risk management. (e) Strategic planning (f) Operational capacity planning. (g) Risk evaluation and resilience planning. For strategic decisions a high data volume from a variety of sources is to be combined in order to support investment and contrasting decisions. Whereas, operational decision making requires continuous flow of real time data (Wedgwook et al., 2014).

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Data Source</th>
<th>Used for</th>
<th>Related process</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Wedgwood et al.)</td>
<td>orders, traffic data</td>
<td>planning, resource allocation</td>
<td>planning, order consolidation</td>
</tr>
<tr>
<td>(DHL, 2016)</td>
<td>social media, blogs, weather etc.</td>
<td>risk evaluation, resilience</td>
<td>disruption handling</td>
</tr>
<tr>
<td>(Sivan et al., 2014)</td>
<td>board computers</td>
<td>driver behavior monitoring, idling of trucks</td>
<td>monitoring, order review</td>
</tr>
<tr>
<td>(Ayed et al., 2015)</td>
<td>gps, rfid scanner</td>
<td>monitoring and tracking of cargo</td>
<td>monitoring</td>
</tr>
<tr>
<td>(Frehe et al., 2014)</td>
<td>sensors, gps</td>
<td>optimize refueling</td>
<td></td>
</tr>
<tr>
<td>(Frehe et al., 2014)</td>
<td>websites</td>
<td>better price negotiations</td>
<td>pre-planning</td>
</tr>
<tr>
<td>(Frehe et al., 2014)</td>
<td>telematics, drivers work patterns</td>
<td>reduce risk of accidents</td>
<td>planning, monitoring, order review</td>
</tr>
<tr>
<td>(Frehe et al., 2014)</td>
<td>board computer</td>
<td>advise to driver, maintenance schedule</td>
<td>monitoring</td>
</tr>
<tr>
<td>(Frehe et al., 2014)</td>
<td>GPS, telematics, truck data</td>
<td>minimize waiting time, resource utilization</td>
<td>monitoring, disruption handling</td>
</tr>
</tbody>
</table>

Table 1. Existing big data implementations in logistics
As an example of operational optimization, historic traffic data can be combined with weather forecasts to create an optimum route/best route at any time. As in (Dobrkovic et al., 2015), real time AIS (Automatic Identification System) data is collected and analyzed to predict the arrival of deep sea vessels at the harbor. Based on this insight, LSPs can better plan when to send trucks to the harbor.

3. The Logistic Process

An LSP performs numerous sub-processes, activities and interactions with other actors in the domain. Based on interviews with LSPs we gained further insight into the 4 sequential basic processes. Figure 2 shows a simple activity diagram of the main logistic processes (Singh et al., 2015b). This elaboration is essential to discuss the usage of big data at the process level, otherwise we would be referring to processes which we have not described in the text.

Below we discuss 4 of them, which can benefit most from big data analytics, in detail. (1) Planning is preceded by preplanning, which is open to modifications later. The pre-plan is used to gauge the price of shipment and send invoice to the customer. An LSP can use historic data, order characteristic and future demand expectation etc. to decide the most optimal price of the shipment. At a pre fixed time the LSP plans the best route for the shipment based on contextual information like, future demand, current fleet, expected disruption etc. Usually the pre-planning and planning is done manually in small companies. An LSP frequently combines different orders referred to as Order consolidation to achieve an optimal loading strategy. (2) Disruption Handling. Events like rail works, extreme weather condition, accidents can adversely affect ETA of shipments. In these case a new plan might be required or the current plan has to be revised. This is called disruption handling. Based on historic data, an LSP can predict how long a certain disruption will last. Using historic data an LSP can (a) Pre-empt a disruption (e.g. break down of truck), (b) eradicate the adverse effect of the disruption by devising a new plan. DHL Resilience 360, is a risk management solution from DHL (DHL). All disruptions along the route, their cause and location are displayed on the map in near real time. Using this information planners can re-plan critical and future orders. (3) Order monitoring. The location of orders and carrier (truck, barge, ships etc.) is monitored by the LSP as customers are interested in knowing the exact location of their shipment at all times. Moreover, data collected during shipment helps determine service and operational benchmarking. (4) Order Review. After the order is delivered to its final destination the LSP reviews the orders. Performance of the carriers, total CO₂ emission, and departure from actual plan are stored. It is a part of management reporting which is a priority area for improvement in logistics. In Table 1, existing big data applications in logistics are mapped to the processes in Figure 2.
Figure 2. Logistic processes of an LSP

4. Levels in Big Data Interoperability for Logistics

There exist many definitions for interoperability. For the scope of this paper we use IEEE definition, **interoperability is it the ability of two or more different systems or components** (i.e. software components, processes, systems, business units, etc.) to **exchange information and to use the information that’s been exchanged**. With respect to interoperability the **variety** of data is the most important aspect (Singh et al., 2015a). We discuss Big Data interoperability at 4 levels, namely technical (or data), Syntactic, semantic and pragmatic, as indicated by (Janssen et al., 2014). Without achieving interoperability at each of these levels it would be difficult for an LSP to achieve the promised benefits from big data.

**Technical Level.** According to (Janssen et al., 2014) LSPs aiming for big data interoperability have to start at technical level. They first need the hardware and software to read and store diverse data streams. They would need new database implementations suitable for big data. To provide insights these storages would have to work together with the existing traditional database. For ad hoc queries, the algorithm would have to be changed so that data from different (and now distributed) files systems is retrieved and analyzed. Moving to such an extended databases would not be easy for big LSPs have a matured and robust IT infrastructure in place. Other challenges at the technical level such as coding and decoding messages from different data sources can be met by following the existing standards.

**Syntactic Level.** The classical data variety challenge of big data (Mikavica et al., 2014) is quite explicit in logistics. Data stream are of various types their content and format is diverse, i.e. structured (e.g. GPS), semi structured (e.g. weather data), quasi-structured (e.g. websites, AIS data) and unstructured (e.g. tweets) (Robak et al., 2014). Big retail chain in Netherlands forecast future demands and plan warehousing and truck movements accordingly. The retail chains also have to
incorporate data from partner carriers so see their resource allocation patterns and availability. Such a cooperation is not possible if data is not shared using a common format. For a LSP working on different modalities, there are additional problems of syntactic interoperability. It has to decode data from different sources and for different mode of transport too. Consider a shipment corridor that consists of road as well as inland shipping. To determine congestions on this route at any given time, data needs to be combined from sources providing traffic information for roads with inland terminal availability to gauge how fast/slow this route is. For this (Hofman, 2015) proposes a data collection engine, which is tasked with the work of collection, mixing and checking the trust worthiness of the data. To ensure that the indicators are consistent, it is required that the LSP and the data collection sources have used a common, agreed standard with clear rules. Website of infrastructure providers (like port authorities, airports, terminals and rail network owners) are a source of big data. This data can be used to recognize patterns for availability, congestions and disruptions along routes and corridors, as demonstrated by (Dobrkovic et al., 2015) using AIS data. These websites have different layouts and formats and custom mapping or plugins are required for each website.

Semantic Level. As an example of data mismatch at semantic level, let’s say a warehouse sensor records the time when a packet leaves the warehouse and refers to this time as ‘shipment departed’. A different warehouse refers the time a packet was loaded in the truck as ‘shipment departed’. In the absence of a standard data collection policy, if the data from the two warehouses are combined it will result in anomalous conclusions. Semantic interoperability implies that information is interpreted in a consistent manner by different users. Deduction based on one dataset in a certain context might not apply in a different context, as found in the study of illegal rooming houses in New York (Baclawaski, 2014). Therefore, metadata model, consistent through all the processes is needed facilitate semantic interoperability. This would enable consistent interpretation of the information, identify trends, and unearthing new insights. Deduction rules should be consistent. For example, bad weather forecast implies delay in shipment due to road congestion but not vice-versa. It frequently happens that data from different sources indicate opposite future trend or situation. It will require machine learning techniques to deal with such situations. If high congestion on road is reported by carrier website and also by social media, how can it be determined that they both refer to the same cause of disruption? Most of these challenges can be addressed by using a data portfolio (Janssen et al., 2014).

Pragmatic Level. Most of the planning, negotiations and decision making in logistics is done manually. Integration of insights from Big Data with existing human knowledge, expertise and intuition across the organization demands pragmatic interoperability. Consistent interpretation and decision making across department and business units has to be achieved. Other challenges at the pragmatic level include, integration with existing BI applications, finding appropriate staff with
required knowledge and analytical skills & organization of training courses. In the case of future disruption along a route, a truck driver has to be alerted and also the route planner. They have access to different systems with different interfaces. How much and at what time they must be informed about the disruption? Business rule, data access policy and privacy policy are some other challenges.

5. Solution Approach

Notwithstanding the promise of big data benefits for LSPs their core business is logistic and surely not data science or IT. It might be one of the main reason why (Frehe et al., 2014) did not receive much enthusiasm from German logistic companies over big data implementations. Big data infrastructure require new investment and advanced IT skills among employees. For some LSPs the profits in return might be much less or take longer as compared to the investments needed for setting up the infrastructure and its maintenance. As a solution LSPs can use Big Data Application (BDA) providers (Figure 1) to provide big data analytics. This implies that the LSP would primarily be concerned about semantic and pragmatic interoperability. If the BDA provider imposes a data standard, then the LSP has to make a mapping onto its internal data model. Since different BDA providers may use different standards, there may be multiple mappings. LSPs can also use the IaaS platforms provided by Big Data Framework Providers (BDFP) (Figure 1) as IT infrastructure for big data thereby reducing the installation and maintenance cost. In such situations, the LSP is only the data consumer (Figure 1) having a set of requirement over the kinds of analytics/information is needed (e.g. road congestion, historical demand, future disruptions). An LSP can have more than one BDA provider for each mode of transport. Nevertheless, the company would still have to make combine all this data to make a common derivation based on these analytics for an intermodal route.

In Figure 3 we show a representative diagram showing the consumption of big data analytics by LSPs. It’s highly unlikely that each data provider would be willing to switch to a common standard for data access owing to business demands. Another possible approach which can be adopted by an LSP is to develop its own infrastructure for big data analytics. It can be an option for big logistic companies like DHL and shippers like Procter & Gamble. Such companies own shipment infrastructure, warehouse, have high demand and bargaining power with other logistics infrastructure providers, like terminal operators. A step by step approach toward big data interoperability can be followed by these companies as indicated by (Janssen et al., 2014).
6. Case Study

In this section, we present a case study over Simacan, a big data application provider based in Amersfoort, NL. The purpose of this case study is to show how the interoperability challenges are addressed by Simacan. Simacan is an important partner in two major projects. (1) **A58 Project**. The goal of this project is to detect and analyze traffic jams on a Dutch highway. Simacan’s task in this project is collection, preparation and curation of traffic data. The influx of data is in the order of magnitude of 1 million records per minute. Analytics on the data is done by other companies. These companies then advice truck drivers and cars for optimal driving speeds. Data is collected via the following sources, (a) from TomTom (b) from Flitsmeister (www.flitsmeister.nl) (c) Rijkswaterstaat, i.e. Dutch government (d) NDW, government operated brokerage service for traffic data (semi-public data). The method of obtaining each of this data is different while for (a) it involves receiving a continuous data stream, it is downloading a text file a server in (c). The type of location referencing from these sources are different and each of them has to be mapped to OpenLR, which is used as a standard by Simacan. In case a new data source is added a new mapping would be required. (2) **Simacan Control Tower** is a product of Simacan used by several companies in the Netherlands. One of the use cases of the Simacan Control Tower is the distribution of goods to stores of a large retail chain in the Netherlands. Goal of the Simacan Control Tower is to monitor and control the distribution operation of the retailer. In this process, they provide insight into ETA’s for the stores as well. Planned routes and stops of trucks are known well before departure on the day of delivery. For the ETA’s provided by Simacan, they subscribe to live traffic data feed from TomTom and also provides access/ visualization for the planners at the retail chain. They can monitor the ETA of trucks at stores in real time and plan their operations. Currently, Simacan does not provide an integrated planning module, which can suggest the optimal plan and routes for the truck. However, real-time planning rescheduling and pre-trip planning tools are features that are possibly added to the product in the future.
7. Conclusion

In the highly dynamic world of logistics, LSPs have to develop dynamic capacities. Such capabilities are required to identify useful data sources and utilize them for competitive advantage and new value creation (Janssen et al., 2014). Big Data is an area of untapped potential for improving resource utilization, reducing and anticipating risk and improving customer experience (Hofman, 2015). LSPs have to recognize areas of process improvements and gain access to required information for better planning as shown by us in Sec 3. But first, they have to ask the right questions. What are the goals which require a big data implementation? What process have to be improved? How will the success of the implementation be measured? Is there an existing policy and governance mechanism? It might occur that some of insights and improvements can be achieved even without big data analytics, for e.g. from historical data. For better semantic interoperability of big data, LSPs can make use of a data portfolio (Janssen et al., 2014). A data portfolio shows all the data sets, along with their indented use, ownership, quality and business value. A data portfolio also enables combining different sets to obtain advanced analytics. It is open to debate how much resources, small to medium sized LSPs are willing to invest in a full fledged big data policy and infrastructure. Furthermore, actual monetary benefits from Big Data analytics for small to medium LSPs are still to be researched. But the presence of big data application providers and big data framework providers can reduce the investments on infrastructure considerably.

In this paper we have highlighted the use of big data analytics for logistic. Along with the potential benefits, there are interoperability challenges which we discussed at four levels. Using a case study we highlighted the challenges faced by a big data application provider in combining diverse data sources. We conclude that a step by step approach needs to be followed by LSPs to develop their capabilities for big data usage and analysis. Not before, they have a clear idea of why they are pursing such a strategy and to what ends. This paper opens several research areas for future research. It has discussed big data from a process viewpoint rather than a technical one, which has been indicated as a research focus in previous papers (Frehe et al., 2014).
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