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1. Introduction

This article is concerned with the Computational Singular Perturbation (CSP) method, a dimension reduction method for systems of autonomous ordinary differential equations (ODEs) with multiple time scales. The systems we consider are assumed to have an invariant, low-dimensional manifold. Solutions evolve on a fast time scale toward a neighborhood of that manifold; once there, they stay in the neighborhood and evolve on a much slower time scale following the dynamics on it. Because the motion in that neighborhood is slow relative to the motion away from it, the manifold is commonly referred to as a “slow manifold” and the dynamics on it as “slow dynamics.”

Since the dimension of the slow manifold is less than that of the state space, one can achieve significant savings in the study of the long-term behavior of such systems by considering the slow dynamics. Many techniques have been proposed for this purpose, especially in the chemical kinetics literature; see for example the references in [6–10, 12, 36, 38]. Generally, these reduction methods involve the construction of a coordinate system where the slow manifold has a simple functional representation—the ideal system being one where a number of components (the “fast” components) of the state vector are identically zero, as in the Fenichel normal form [5, 18]. The CSP method differs from these reduction methods in that it focuses on the dynamics of the vector field itself, rather than on the dynamics of the state variables.

The CSP method was first proposed by Lam and Goussis [24] and subsequently developed in [11, 22, 23, 25, 26]. It is being used widely, for example, in combustion modeling [1, 2, 14–16, 28, 29, 32–35], atmospheric science [27, 30] and biology [13, 20, 21]. It is an iterative technique to generate a local coordinate system in a “slow manifold” and the dynamics on it as “slow dynamics.” The method has been analyzed mathematically [36, 37], and its approximation properties have been established rigorously for fast–slow systems of the form

\[
\begin{align*}
x'_1 &= g_1(x_1, x_2), \\
x'_2 &= \varepsilon g_2(x_1, x_2).
\end{align*}
\]

(1.1)

In these systems, \((x_1, x_2) : t \mapsto (x_1(t), x_2(t)) \in \mathbb{R}^{N_1} \oplus \mathbb{R}^{N_2}\) are a pair of functions and \(\varepsilon\) an arbitrarily small positive parameter.

In this article, we consider the CSP method for a more general class of ODEs for a vector-valued function \(x : t \mapsto x(t) \in \mathbb{R}^N\),

\[
x' = g(x),
\]

(1.2)

where there is no explicit small parameter \(\varepsilon\), but where the spectrum of the Jacobian \(D_x g\) consists of two disjoint parts separated by a spectral gap,

\[
\Re(\lambda_1) \leq \cdots \leq \Re(\lambda_{N_x}) \leq \lambda_f < \lambda_s \leq \Re(\lambda_{N_x+1}) \leq \cdots \leq \Re(\lambda_N) < 0,
\]

(1.3)

for some real numbers \(\lambda_f\) and \(\lambda_s\).

This type of spectral gap condition is natural for systems (1.2) that possess invariant manifolds. It holds in large classes of systems to which model reduction is applied. Generally, in these systems, the components of \(x\) all evolve on both the slow and the fast time scales, with the evolution being dominated by
the fast scales away from a lower-dimensional invariant manifold and by the slow scales near it. Without loss of generality for the analysis of the CSP method, we consider systems in which the slow manifold is parametrized by the vector $x_2$ and has dimension $N_2 = N - N_1$, and we note that implementation of the CSP method does not a priori require this parametrization, see [11, 22, 24–26]. Moreover, we observe that fast–slow systems are a special case, where the small parameter $\varepsilon$ is inversely proportional to the width of the spectral gap and certain state variables evolve slowly, see for example [14, 36, 37].

Our analysis here relies, first, on the existence of normal forms common to systems (1.2) and, second, on the tensorial (coordinate-free) nature of the CSP method. In particular, each CSP iteration produces identical results irrespectively of the state space coordinates in which it is carried out, and hence its effectiveness may be assessed in a coordinate system of choice.

This article is organized as follows. In Sections 2 and 3, we formulate the problem (1.2) and review the spectral gap condition and the dynamics of the vector field $g$ in the tangent bundle. In Section 4, we show that the amplitudes $f$ and operator $A$ are invariant under coordinate changes in the state space. In Section 5, we briefly review the fast–slow decomposition of $A$ that is induced by the spectral gap condition. Then, in Section 6, we show that the slow manifold is characterized by a simple condition on one of the components of $A$, namely a component that governs the coupling of the fast amplitudes to the slow ones. In Section 7, we focus on the one-step procedure and show that the operations of changing state space coordinates and performing a CSP iteration commute. Also, we show how successive iterates improve the accuracy of the approximation of the slow manifold. Next, in Section 8, we use the commutativity property to give a new, concise proof of the validity of the CSP method for fast–slow systems with an explicit small parameter. This concise proof is modular, considerably shorter than the original proof of validity using the method of induction in [36], and it sheds new light on the method. In Section 9, an example due to Davis and Skodje is used to illustrate the application of the one-step procedure. Finally, in Section 10, we extend all of the main results—established in Sections 7–8 for the one-step CSP method—to the full, two-step CSP method. For notational simplicity, we have uniformly dispensed with the distinction between sub- and superscripts for the coordinates $x$, as well as for tensorial quantities. As a result, all indices are denoted by subscripts, irrespectively of whether they characterize the components of vectors or co-vectors.

2. Fast–Slow Dynamics

We let $g : \mathbb{R}^N \to \mathbb{R}^N$ be a given, smooth vector field and consider the autonomous ODE

$$x' = g(x)$$

(2.1)

for the vector-valued function $x : t \mapsto x(t) \in \mathbb{R}^N$. Here, a prime $'$ denotes differentiation with respect to $t$. In principle, this equation contains the entire system dynamics: the evolution of other dynamic quantities is contingent on and follows from it. The evolution of the components of $g$, in particular, is described by the ODE

$$g' = (D_x g)g,$$

(2.2)

where $D_x g$ is the Jacobian of $g$. Indeed, $g$ depends implicitly on $t$ through $x$, and hence the chain rule yields $g' = (D_x g)x'$; the result now follows from (2.1). Together, (2.1) and (2.2) describe the evolution of the pair $(x, g)$ in the 2$N$–dimensional tangent bundle $T\mathbb{R}^N$.

We now assume the dynamical system (2.1) to have a smooth, invariant manifold $\mathcal{M}$ of dimension $N_2 < N$. For simplicity, we take $\mathcal{M}$ to be the graph of a function $h : K \to \mathbb{R}^{N_1}$, with $N_1 = N - N_2$ and $K$ some subset of $\mathbb{R}^{N_2}$,

$$\mathcal{M} = \{x \in \mathbb{R}^N : x = (x^1, x_2), x^1 = h(x^2), x^2 \in K\}.$$  

(2.3)

For any initial condition sufficiently close to $\mathcal{M}$, the solution of (2.1) evolves on a fast time scale toward (a tubular neighborhood of) that manifold. Once there, it stays in that neighborhood and evolves on a
much slower time scale, until it either reaches some attractor or exits through (a tubular neighborhood of) ∂ℳ. Because the motion near the manifold is slow relative to the motion away from it, ℳ is also referred to as the “slow manifold.”

The slow and fast directions depend on the distribution of the (generally complex and x-dependent) eigenvalues λ₁,…,λₙ of Dxg. We assume that the eigenvalues separate into two disjoint groups,

\[ \Re(\lambda_1) \leq \cdots \leq \Re(\lambda_{N_1}) < \lambda_f < \lambda_s \leq \Re(\lambda_{N_1+1}) \leq \cdots \leq \Re(\lambda_N) < 0, \]

for some λ_f and λ_s. The first N₁ eigenvalues constitute the “fast” part of the spectrum, and the corresponding eigenvectors span an N₁-dimensional fast eigenspace; the remaining N₂ = N − N₁ eigenvalues constitute the “slow” part, and the corresponding eigenvectors span an N₂-dimensional slow eigenspace. No eigenvalue crosses the spectral gap, \{λ ∈ ℂ : λ_f ≤ \Re(λ) ≤ λ_s\}, over the time interval of interest.

The representation (2.3) induces a decomposition of (2.1),

\[
\begin{align*}
x'_1 &= g_1(x_1, x_2), \\
x'_2 &= g_2(x_1, x_2),
\end{align*}
\]

and a corresponding decomposition of (2.2),

\[
\begin{pmatrix}
g_1 \\
g_2
\end{pmatrix}' = \begin{pmatrix} D_1g_1 & D_2g_1 \\
D_1g_2 & D_2g_2
\end{pmatrix} \begin{pmatrix} g_1 \\
g_2
\end{pmatrix}.
\]

Since x₁ = h(x₂) on ℳ, the system (2.5) reduces to a single ODE for the slow variable x₂ on ℳ,

\[
x'_2 = g_2(h(x_2), x_2) \quad \text{on } ℳ.
\]

This reduced equation is easier to solve, since it is non-stiff and the dimensionality N₂ of the slow subspace is less than N. Reduction methods are designed to find the function h. A large class of such methods revolves around the invariance equation, which is obtained by differentiating the identity x₁ = h(x₂) with respect to t,

\[
g_1 - (Dh)g_2 = 0 \quad \text{on } ℳ.
\]

Other identities can be derived from the invariance equation; for example, differentiating both members once with respect to x₂, we obtain the identity

\[
D_2g_1 + (D_1g_1)Dh - (Dh) (D_2g_2 + (D_1g_2)Dh) - (D²h)g_2 = 0 \quad \text{on } ℳ.
\]

Since ℳ is invariant, the vector field on it lies entirely in the slow subspace, namely, the tangent space of ℳ: for all x ∈ ℳ, g(x) ∈ Tₓℳ. If ℳ is nonlinear, that slow subspace is not identical to the slow eigenspace of the Jacobian, and a local, linear analysis does not suffice to identify the function h. This discrepancy between slow eigenspace and slow subspace is easily traced back to representation (2.5) and its derivative (2.6). There, “fast” and “slow” vector field components are coupled and, consequently, fast and slow directions become entangled as the solution evolves along a trajectory. These directions can be separated, if we step away from the standard basis of unit vectors \{e₁\}_{i=1}^{N} associated with the standard coordinatization of the state space ℝᴺ. Instead, we will look for point-wise defined bases that reflect the local fast–slow structure of the vector field.

3. Dynamics in the Tangent Bundle

As mentioned, the ODEs (2.1)–(2.2) constitute the evolution laws in the tangent bundle for the problem at hand. In this section, we reformulate (2.2) as a dynamic equation for the coefficients of the vector field g in a local coordinate system.

Let A be a nonsingular matrix whose entries may—and generally do—depend on x, and let B denote its point-wise inverse. At each point x ∈ ℝᴺ, the columns of A(x) form a local basis for Tₓℝᴺ and, since

\[
A(x)B(x) = I
\]
B_i A_j = \delta_{i,j}$, the rows of $B(x)$ form its dual basis. It follows that the vector field $g$ can be expressed in this local basis,

$$g = Af,$$

where $f = Bg$. The $x$-dependent components $f_1, \ldots, f_N$ of $f$ are the amplitudes of $g$ with respect to the basis $A$.

It is natural to derive laws dictating the temporal evolution of these amplitudes, as we did in (2.2) for the components relative to the standard basis. First, the relation $f = Bg'$ entails that $f' = Bg' + B'g$, with $g' = (D_x g) g = (D_x g) Af$ by (2.2) and (3.1). Furthermore, $Bg = B' Af = -BA' f$, where we have used the identity $BA = I$. Therefore, $f$ satisfies the ODE

$$f' = Af,$$

where $A$ is the operator

$$A = B((D_x g) A - A').$$

Since $A' = (D_x A)x' = (D_x A)g$, that operator involves a Lie bracket [4,31] taken column-wise,

$$A_{ij} = B_i [(D_x g) A_j - (D_x A) g_j] = B_i[A_j , g]$$

or, compactly, $A = B[A, g]$. Here, $B_i$ and $A_j$ denote the $i$-th row of $B$ and $j$-th column of $A$, respectively. Note that $A$ depends not only on $x$ but also on $g$ and, therefore, on $f$. Despite its appearance, then, (3.2) is a nonlinear ODE for the amplitudes $f$. In the special case where $A$ is the standard basis in $\mathbb{R}^N$, the expression (3.4) reduces to $A = D_x g$; cf. (2.2).

4. Invariance of $f$ and $A$

In this section, we show that both the amplitudes $f$ and the operator $A$ are invariant under coordinate changes in $\mathbb{R}^N$. In other words, given a basis $A(x)$ for $T_x\mathbb{R}^N$ at each $x \in \mathbb{R}^N$, the amplitudes $f$ and the generator $A$ of their dynamics are well-defined irrespectively of the coordinates used in the state space.

We start by letting $\tilde{x} \in \mathbb{R}^N$ be a new, curvilinear in general, $C^\infty$ set of coordinates replacing the original coordinates $x$. At each point $x \in \mathbb{R}^N$, this new coordinate set induces a basis for $T_x\mathbb{R}^N$ composed of the columns of $D_x x$ and its dual composed of the rows of $D_x \tilde{x}$ [38]. We write $\tilde{A}$ and $\tilde{B}$ for the given local bases expressed in these new coordinates and $\tilde{g}$ for the vector field components with respect to $\tilde{A}$.

$$\tilde{A} = (D_x \tilde{x}) A, \quad \tilde{B} = B(D_x x), \quad \tilde{g} = (D_x \tilde{x}) g.$$  

(4.1)

The invariance of $f$ follows from a straightforward calculation relying on the identity $(D_x x)(D_x \tilde{x}) = I$,

$$\tilde{f} = \tilde{B} \tilde{g} = B(D_x x)(D_x \tilde{x}) g = Bg = f.$$ 

In essence, this calculation formalizes the observation that each amplitude is a rank-zero tensor (scalar) as the result of the action of a co-vector on a vector. In a similar fashion, the fact that $A$ is invariant follows directly from the geometric characterization of $A$ as a Lie bracket. Indeed, $[A_i, g]$ is a vector field—that is, it transforms as such under coordinate changes [31]—and hence $B_i[A_j , g]$ is a scalar by the same token. Here also, we can arrive at that result through a direct calculation. According to (3.4), $A = B[(D_x g) A - (D_x A) g] = B[A , g]$. It follows from (4.1) that the expression for the operator in the new coordinates is

$$\tilde{A} = \tilde{B}[A, g] = B [ (D_x \tilde{g}) \tilde{A} - (D_x \tilde{A}) \tilde{g} ] = B(D_x x) \left[ (D_x ((D_x \tilde{x}) g))(D_x \tilde{x}) A - ((D_x (D_x \tilde{x}) A))(D_x \tilde{x}) g \right].$$

This expression can be simplified. First, we have the elementary identities $D_x x \tilde{x} = 0$ and $D_x I = 0$, as well as that $(D_x x)(D_x \tilde{x}) = I$. Second, $(D_x g)(D_x \tilde{x}) = D_x g$ and $(D_x A)(D_x \tilde{x}) = D_x A$, by the chain rule. Thus,

$$\tilde{A} = B(D_x x)(D_x \tilde{x}) \left[ (D_x g)(D_x \tilde{x}) A - (D_x A)(D_x \tilde{x}) g \right] = B[A, g] = A,$$

(4.2)

which establishes the invariance of $A$. 
5. Fast–Slow Decomposition

At each \( x \in \mathbb{R}^N \), the partition (2.4) of the spectrum of \( D_x g \) induces a local decomposition of the tangent space \( T_x \mathbb{R}^N \) into a fast eigenspace of dimension \( N_1 \) and a slow eigenspace of dimension \( N_2 \). This decomposition in turn induces a partition of \( A \) into two column blocks, of size \( N \times N_1 \) and \( N \times N_2 \), and of \( B \) into two row blocks, of size \( N_1 \times N \) and \( N_2 \times N \),

\[
A = \begin{pmatrix} A_1 & A_2 \end{pmatrix}, \quad B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix}.
\]

Note the identities \( B_1 A_1 = I, B_1 A_2 = 0, B_2 A_1 = 0, \) and \( B_2 A_2 = I \). Then,

\[
f = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} B_1 g \\ B_2 g \end{pmatrix}.
\]

The governing equation (3.2) for the vector of amplitudes \( f \) becomes a coupled system of (nonlinear) ODEs for \( f_1 \) and \( f_2 \),

\[
\begin{pmatrix} f_1 \\ f_2 \end{pmatrix}' = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} f_1 \\ f_2 \end{pmatrix},
\]

where the elements \( A_{ij} = B_i[A_j, g] \) are meant block-wise, for \( i, j = 1, 2 \). The equation (5.3) is central to the CSP method.

6. Characterization of the Slow Manifold

The slow manifold is the locus of points where the component of the vector field lying in the fast subspace is zero, so a first characterization of \( \mathcal{M} \) is \( f_1 = 0 \). In terms of the original vector field components collected in \( g \),

\[
\mathcal{M} \equiv \{ x \in \mathbb{R}^N : B_1 g(x) = 0 \}.
\]

The accuracy of this characterization is contingent on that with which the rows of \( B_1 \) span the orthogonal complement of the slow subspace. Since these, in turn, are orthogonal to the columns of \( A_2 \), it is the quality with which the latter spans the slow subspace that determines the quality of (6.1).

To derive a second characterization, we use the invariance of \( A \) under coordinate changes. Defining new local bases in \( T_x \mathbb{R}^N \), in terms of near-identity transformations of \( A \) and \( B \), sends \( A \) to \( \hat{A} \) and \( B \) to \( \hat{B} \) via

\[
\hat{A} = A(I - U), \quad \hat{B} = (I + U)B, \quad \text{where} \quad U = \begin{pmatrix} 0 & U_{12} \\ 0 & 0 \end{pmatrix}.
\]

The nonzero block \( U_{12} \) depends on the slow variable, \( U_{12} \equiv U_{12}(x_2) \), but is as yet undetermined. The block representations of \( \hat{A} \) and \( \hat{B} \) are

\[
\hat{A} = \begin{pmatrix} A_1 & A_2 - A_1 U_{12} \end{pmatrix}, \quad \hat{B} = \begin{pmatrix} B_1 + U_{12} B_2 \\ B_2 \end{pmatrix},
\]

so the transformation leaves invariant the basis of the fast subspace (the columns of \( A_1 \)) but changes that of the slow subspace (the columns of \( A_2 \)). Note that \( \hat{B} \) indeed inverts \( \hat{A} \), as \( (I - U)^{-1} = I + U \).

After changing vector bases, the condition (6.1) for the slow manifold becomes

\[
\hat{f}_1 = \hat{B}_1 g = (B_1 + U_{12} B_2) g = 0.
\]

In the special case \( A = I, B = I \), this condition reduces to

\[
g_1 + U_{12} g_2 = 0.
\]
Comparing this condition with the invariance equation (2.8), we see that the choice

\[ U_{12} = -Dh \]  

reduces (6.5) to the invariance equation. The same conclusion holds in the general case if \( A \) is not necessarily the identity. Hence, (6.6) is in a sense the ideal choice for \( U_{12} \), as it recaptures the invariance equation and thus enables us to recover the slow manifold. In practice, the function \( h \) is unknown and \( U_{12} \) must be “constructed” in terms of \( A \) and \( A \).

To that effect, we compute that operator in the new coordinate system, starting from the expression

\[ \hat{A} = \hat{B}[(D_x g)\hat{A} - (D\hat{A})g]. \]

Since

\[ (I - U)' = -U' = -(D_x U)g = \begin{pmatrix} 0 & -(DU_{12})g_2 \\ 0 & 0 \end{pmatrix}, \]

we see that

\[ \hat{A} = (I + U)B \left( (D_x g)A(I - U) - A'(I - U) + AU' \right) = (I + U)A(I - U) + U'. \]

The components of \( \hat{A} \) are

\[ \hat{A}_{11} = A_{11} + U_{12}A_{21}, \]
\[ \hat{A}_{12} = A_{12} - A_{11}U_{12} + U_{12}(A_{22} - A_{21}U_{12}) + (DU_{12})g_2, \]
\[ \hat{A}_{21} = A_{21}, \]
\[ \hat{A}_{22} = A_{22} - A_{21}U_{12}. \]  

Consider, in particular, the expression for \( \hat{A}_{12} \). In the special case \( A = B = I \), we have \( A = D_x g \), so \( A_{ij} = D_x g_i \), and the expression for \( \hat{A}_{12} \) becomes

\[ \hat{A}_{12} = D_{x_1}g_1 - (D_x g_1)U_{12} + U_{12}(D_x g_2 - (D_1 g_2)U_{12}) + (DU_{12})g_2. \]  

If \( U_{12} = -Dh \), this expression is identical with the expression in the left member of (2.9), which is zero on \( M \). Hence, \( A_{12} = 0 \) on \( M \) or, in other words, the evolution of the fast amplitudes decouples from that of the slow ones so that \( f_1 = 0 \) becomes an invariant set. But \( A \) is invariant under coordinate transformations, so it must be the case that \( A_{12} = 0 \) on \( M \). The same is true if one retains the general basis \( B \), represents the slow manifold in terms of this basis, and then evaluates \( A_{12} \). Thus, a second characterization of the slow manifold is

\[ M = \{ x \in \mathbb{R}^N : A_{12}(x) = 0 \}. \]  

As noted before, however, the function \( h \) is in general unknown, so the choice \( U_{12} = -Dh \) may be ideal, but it is generally unavailable.

The function \( h \) and, therefore, the slow manifold \( M \) can be found by successive approximation through the (known) components of \( A \). The one-step CSP method is an iterative process to achieve the identity \( A_{12} = 0 \) by successive updates of the bases \( A \) and \( B \). The full CSP method goes one step further and aims to find bases \( A \) and \( B \) where \( A \) reduces to block-diagonal form, \( A_{12} = 0 \) and \( A_{21} = 0 \). In these local coordinates, the fast and slow amplitudes of the vector field are completely decoupled.

7. One-step CSP Method

This iterative method starts with an arbitrary local basis, whose vectors are identified with the columns of the matrix \( A^{(0)} \), and its dual basis, whose vectors are identified with the rows of the matrix \( B^{(0)} \). After \( n \) updates \( (n = 0, 1, \ldots) \), the iterative procedure has generated a local basis represented by the columns
of the matrix $A^{(n)}$ and a dual basis represented by the rows of the matrix $B^{(n)}$, with $B^{(n)} A^{(n)} = I$. The vector of amplitudes of the vector field $g$ relative to the basis $A^{(n)}$ is $f^{(n)} = B^{(n)} g$, and the dynamics of $f^{(n)}$ are generated by $A^{(n)} = B^{(n)} [A^{(n)}, g]$. The CSP manifold of order $n$, $\mathcal{M}^{(n)}$, is defined as the zero-level set of $f_1^{(n)}$, 

$$f_1^{(n)}(x) = B_1^{(n)} g(x) = 0,$$  

and identified with the graph of a function $h^{(n)}$, 

$$\mathcal{M}^{(n)} = \{ x \in \mathbb{R}^N : x = (x_1, x_2), x_1 = h^{(n)}(x_2), x_2 \in K \subset \mathbb{R}^N \}. $$  

The iteration uses a near-identity transformation, as in (6.2), which sends $A^{(n)}$ into $A^{(n+1)} = A^{(n)}(I - U^{(n)})$ and $B^{(n)}$ into $B^{(n+1)} = (I + U^{(n)}) B^{(n)}$. The dynamics of $f^{(n+1)} = B^{(n+1)} g$ are generated by $A^{(n+1)} = B^{(n+1)} [A^{(n+1)}, g]$, with 

$$A_{12}^{(n+1)} = A_{12}^{(n)} - A_{11}^{(n)} U_{12}^{(n)} + U_{12}^{(n)} (A_{22}^{(n)} - A_{21}^{(n)} U_{12}^{(n)}) + (DU_{12}^{(n)}) g_2; $$

cf. (6.8). Recall that $U_{12}^{(n)}$ depends on $x_2$ but is still undetermined. In the CSP method, $U_{12}^{(n)}$ is taken as 

$$U_{12}^{(n)} = (A_{11}^{(n)})^{-1} A_{12}^{(n)}. $$

This choice eliminates the first two terms in the expression for $A_{12}^{(n+1)}$ and leaves the expression 

$$A_{12}^{(n+1)} = U_{12}^{(n)} (A_{22}^{(n)} - A_{21}^{(n)} U_{12}^{(n)}) + (DU_{12}^{(n)}) g_2. $$

**Remark.** In fast–slow systems, the expression (7.4) is of higher order in the small parameter $\varepsilon$, in a neighborhood of $\mathcal{M}$, so the definition (7.3) brings us closer to the identity $A_{12} = 0$ as $n$ increases. For each successive $n$, the manifold $\mathcal{M}^{(n)}$ is known to be an improved approximation to $\mathcal{M}$ [36].

### 7.1. Iterations and Coordinate Changes Commute

We recall from Section 4 that the amplitudes $f$ and operator $A$ are independent of the coordinate system $x$ used to coordinatize $\mathbb{R}^N$. We now show that the operations of changing coordinates in $\mathbb{R}^N$ and performing an iteration of the one-step CSP method commute. The commutativity is expressed in the following diagram, where $A^{(n)}$, $B^{(n)}$, $f^{(n)}$, and $A^{(n)}$ (top left) are the values of $A$, $B$, $f$, and $A$ after $n$ iterations.

Starting from $(n-\text{th iterate})$ quantities expressed in the coordinate system $x$ (top left) and performing a CSP iterate (top arrow to top right) yields the same result as first passing to new coordinates (down arrow to bottom left), then performing a CSP iteration (bottom arrow to bottom right), and finally returning to the original coordinates (against the arrow to the top right). We prove this by computing, first, the result of following the down arrow marked ‘$x$’ to bottom left and subsequently the right arrow marked ‘CSP’ to bottom right; and second, the result of following the right arrow marked ‘CSP’ to top right and subsequently following the down arrow marked ‘$x$’ to the bottom left.

For the first computation, let $\bar{x} : \mathbb{R}^N \to \mathbb{R}^N$ be a $C^\infty$ change of coordinates inducing, at every point $x_0 \in \mathbb{R}^N$, the new local basis $D_{\bar{x}}(x_0)$ and its corresponding dual $D_{\bar{x}}(x_0)$. In this basis, $g$ and $A^{(n)}$ are
The subsequent coordinate change gives the identities
\[ g = (D_x x) \bar{g}, \quad \text{where} \quad \bar{g} = (D_x \bar{x})g, \]  
\[ A^{(n)} = (D_x x) \bar{A}^{(n)}, \quad \text{where} \quad \bar{A}^{(n)} = (D_x x) A^{(n)}, \]  
\[ B^{(n)} = \bar{B}^{(n)} (D_x \bar{x}), \quad \text{where} \quad \bar{B}^{(n)} = B^{(n)} (D_x x). \]  
Similarly, \( f^{(n)} \) becomes \( \bar{f}^{(n)} \) and \( A^{(n)} \) becomes \( \bar{A}^{(n)} \); by the invariance results in Section 4,
\[ f^{(n)} = \bar{f}^{(n)} \quad \text{and} \quad A^{(n)} = \bar{A}^{(n)}. \]  

The change of coordinates is followed by a CSP iteration to update the bases,
\[ \bar{A}^{(n+1)} = \bar{A}^{(n)} (I - \bar{U}^{(n)}), \]  
\[ \bar{B}^{(n+1)} = (I + \bar{U}^{(n)}) B^{(n)}, \]  
where
\[ \bar{U}^{(n)}_{12} = \left( \bar{A}^{(n)}_{11} \right)^{-1} \bar{A}^{(n)}_{12} = \left( A^{(n)}_{11} \right)^{-1} A^{(n)}_{12} = U^{(n)}_{12}. \]  
With this new basis, we can generate \( \bar{f}^{(n+1)} \) and \( \bar{A}^{(n+1)} \) and thus complete the computation.

For the second computation, we first update the bases \( A^{(n)} \) and \( B^{(n)} \),
\[ A^{(n+1)} = A^{(n)} (I - U^{(n)}), \]  
\[ B^{(n+1)} = (I + U^{(n)}) B^{(n)}. \]  

The subsequent coordinate change gives the identities
\[ (D_x x)A^{(n+1)} = (D_x x)\bar{A}^{(n)} (I - \bar{U}^{(n)}), \]  
\[ \bar{B}^{(n+1)} (D_x \bar{x}) = (I + U^{(n)}) B^{(n)} (D_x x); \]  

cf. (7.6) and (7.7). By left multiplying the first equation by \( D_x \bar{x} \) and right multiplying the second equation by \( D_x x \), we obtain the expressions
\[ \bar{A}^{(n+1)} = \bar{A}^{(n)} (I - U^{(n)}), \]  
\[ \bar{B}^{(n+1)} = (I + U^{(n)}) B^{(n)}. \]  

With this new basis we can obtain \( \bar{f}^{(n+1)} \) and \( \bar{A}^{(n+1)} \) and complete the computation.

The equivalence of the expressions (7.9) and (7.11), and thus the commutativity of the coordinate change and the CSP iteration, follows from (7.10). The proof of the invariance of \( A^{(n)} \) is similar to the proof given for \( \bar{A} \) in Section 4.

### 7.2. Generating the Slow Manifold

We now show how the implementation of the one-step CSP method generates successive approximations to the function \( h \).

The method is normally started from the standard basis, \( A^{(0)} = B^{(0)} = I \), where \( A^{(0)} = D_x g \). After \( n \) applications of the update procedure (6.2), the method generates a basis \( A^{(n)} \) and its dual \( B^{(n)} \),
\[ A^{(n)} = \begin{pmatrix} I_1 - P^{(n-1)} & 0 \\ 0 & I_2 \end{pmatrix}, \quad B^{(n)} = \begin{pmatrix} I_1 & P^{(n-1)} \\ 0 & I_2 \end{pmatrix}, \]  
where \( P^{(n-1)} \) is the projection onto the \( n \)-dimensional subspace.
where

\[ P^{(-1)} = 0; \quad P^{(n-1)} = \sum_{i=0}^{n-1} U^{(i)}_{12}, \quad n = 1, 2, \ldots. \]  

(7.13)

The manifold \( M^{(n)} \) is determined by the equation \( f^{(n)}_{1} = B^{(n)}_{1} g = 0 \), which shares the same form with the invariance equation,

\[ g_{1} + P^{(n-1)} g_{2} = 0 \quad \text{on} \quad M^{(n)}. \]  

(7.14)

Now, \( M^{(n)} \) is the graph of a function \( h^{(n)} : K \to \mathbb{R}^{N_{1}}, \)

\[ M^{(n)} = \{ x = (x_{1}, x_{2}) : x_{1} = h^{(n)}(x_{2}), \quad x_{2} \in K \subset \mathbb{R}^{N_{2}} \}. \]  

(7.15)

Hence, differentiation of (7.14) with respect to \( x_{2} \) yields the additional identity

\[ D_{2}g_{1} + (D_{1}g_{1})(Dh^{(n)}) + P^{(n-1)} \left( D_{2}g_{2} + (D_{1}g_{2})Dh^{(n)} \right) + (DP^{(n-1)})g_{2} = 0 \quad \text{on} \quad M^{(n)}. \]  

(7.16)

Next, we consider the elements \( A^{(n)}_{11} \) and \( A^{(n)}_{12} \) of \( A^{(n)} = B^{(n)}[A^{(n)}, g], \)

\[ A^{(n)}_{11} = D_{1}g_{1} + P^{(n-1)}(D_{1}g_{2}), \]
\[ A^{(n)}_{12} = D_{2}g_{1} - (D_{1}g_{1})P^{(n-1)} + P^{(n-1)} \left( D_{2}g_{2} - (D_{1}g_{2})P^{(n-1)} \right) + (DP^{(n-1)})g_{2}. \]

We evaluate these expressions on \( M^{(n)} \) and use the values in the determining equation for \( U^{(n)}_{12} \), namely \( A^{(n)}_{12} - A^{(n)}_{11}U^{(n)}_{12} = 0, \)

\[ D_{2}g_{1} - (D_{1}g_{1})P^{(n-1)} + P^{(n-1)} \left( D_{2}g_{2} - (D_{1}g_{2})P^{(n-1)} \right) + (DP^{(n-1)})g_{2} - \left( D_{1}g_{1} + P^{(n-1)}(D_{1}g_{2}) \right) U^{(n)}_{12} = 0 \quad \text{on} \quad M^{(n)}. \]  

(7.17)

The equations (7.14) and (7.16) are identical if

\[ U^{(n)}_{12} = - P^{(n-1)} - Dh^{(n)}. \]  

(7.18)

Consequently, \( P^{(n)} = P^{(n-1)} + U^{(n)}_{12} = - Dh^{(n)} \), and therefore

\[ U^{(n)}_{12} = - D(h^{(n)} - h^{(n-1)}), \quad n = 0, 1, \ldots. \]  

(7.19)

This illustrates how each CSP iterate defines a successive approximation of the slow manifold, as was proven in [36]. Moreover, it is of interest to use this approach as the basis for a contraction mapping-type argument to prove CSP validity for general systems with a spectral gap.

8. CSP and Fast–Slow Systems

The commutativity of a coordinate change and an update in the one-step CSP method implies that, for the purpose of analyzing the CSP method, we may express the system in coordinates that are most suitable for the dynamics. In this section, we will analyze the one-step CSP method for fast–slow systems, where the separation of time scales is expressed by a positive but arbitrarily small parameter \( \varepsilon \).

Standard asymptotic theory guarantees that, under appropriate conditions on the vector field \( g \), there exists a slow manifold \( M_{\varepsilon} \) that is invariant under the dynamics of the system. All nearby solutions relax exponentially fast to \( M_{\varepsilon} \), and their long-term evolution is determined by an associated solution on the slow manifold itself [5,18].
The Fenichel theory leads to the normal form for the vector field in the neighborhood of \( \mathcal{M}_\varepsilon \),

\[
\begin{align*}
  b' &= \Gamma(b, x_2, \varepsilon)b, \\
  x_2' &= \varepsilon m_1(x_2, \varepsilon) + m_2(b, x_2, \varepsilon)b,
\end{align*}
\]

(8.1)

where \( b : t \mapsto b(t) \in \mathbb{R}^N_1 \) and \( x_2 : t \mapsto x_2(t) \in \mathbb{R}^N_2 \). The \( N_1 \) eigenvalues of \( \Gamma(0, 0, x_2, 0) \) all have negative real part, and \( A, \Gamma, m_1 \) and \( m_2 \) and their derivatives are all smooth in \( \varepsilon \). The Fenichel normal form (8.1) fits in the general framework of (2.1),

\[
\begin{align*}
  x &= \begin{pmatrix} b \\ x_2 \end{pmatrix}, \quad g = \begin{pmatrix} \Gamma(b, x_2, \varepsilon)b \\ \varepsilon m_1(x_2, \varepsilon) + m_2(b, x_2, \varepsilon)b \end{pmatrix},
\end{align*}
\]

(8.2)

Hence,

\[
D_x g = \begin{pmatrix} (D_b \Gamma)b + \Gamma \\ (D_{b_2} \Gamma)b + m_2 \varepsilon D_2 m_1 + (D_2 m_2)b \end{pmatrix}.
\]

In the standard basis, \( A^{(0)} = B^{(0)} = I \), the amplitudes are

\[
\begin{align*}
  f_1^{(0)} &= B_1^{(0)} g = g_1, \\
  f_2^{(0)} &= B_2^{(0)} g = g_2,
\end{align*}
\]

and \( A^{(0)} = D_x g \), by (3.4). Therefore, application of the condition (6.4) yields the set

\[
\mathcal{M}^{(0)} = \{ b = 0 \},
\]

(8.3)

since \( \Gamma \) in non-degenerate in the neighborhood of \( \mathcal{M}_\varepsilon \). In general, \( \mathcal{M}^{(0)} \) is only an approximation of the slow invariant manifold. In this case, since we are working with the Fenichel normal form, \( \mathcal{M}^{(0)} \) is exactly the slow invariant manifold \( \mathcal{M}_\varepsilon \).

We now show that the Fenichel normal form and the set \( \{ b = 0 \} \) are invariants of the iteration. With \( (A_{11}^{(0)})^{-1}|_{\mathcal{M}^{(0)}} = (\Gamma(0, x_2, \varepsilon))^{-1} \) and \( A_{12}^{(0)}|_{\mathcal{M}^{(0)}} = 0 \), we obtain

\[
U_{12}^{(0)} = (A_{11}^{(0)})^{-1} A_{12}^{(0)} = 0 \quad \text{on} \quad \mathcal{M}^{(0)}.
\]

(8.4)

It follows immediately that \( B^{(1)} = B^{(0)} \) and

\[
\begin{align*}
  f_1^{(1)} &= B_1^{(1)} g = B_1^{(0)} g = g_1, \\
  f_2^{(1)} &= B_2^{(1)} g = B_2^{(0)} g = g_2,
\end{align*}
\]

(8.5)

which shows that the Fenichel normal form is invariant under iteration in the one-step CSP method. Moreover, application of the condition (6.4) yields \( \mathcal{M}^{(1)} = \{ b = 0 \} \), so \( \mathcal{M}^{(1)} \) is the same as \( \mathcal{M}^{(0)} \). Therefore, \( \mathcal{M}_\varepsilon \) is also invariant under iteration of the one-step CSP method.

This proof of the validity of the CSP method is concise and modular, and it sheds useful new insights into the method.

9. Example of a Fast–Slow System

The following planar example of a fast–slow system is due to Davis and Skodje [3]:

\[
\begin{align*}
  x_1' &= g_1(x_1, x_2, \varepsilon) = -x_1 + \frac{x_2}{1 + x_2} - \varepsilon \frac{x_2}{(1 + x_2)^2}, \\
  x_2' &= g_2(x_1, x_2, \varepsilon) = -\varepsilon x_2.
\end{align*}
\]

(9.1)
The system is constructed in such a way that it has an invariant manifold,
\[ \mathcal{M} = \left\{ x = (x_1, x_2) : x_1 = \frac{x_2}{1 + x_2} \right\}. \] (9.2)

This manifold is independent of \( \varepsilon \) and is also the slow manifold for the system if \( \varepsilon = 0 \).

We apply the CSP method, starting with the standard basis. The amplitudes are
\[ f_1^{(0)} = B_1^{(0)} g = g_1, \quad f_2^{(0)} = B_2^{(0)} g = g_2, \]
and \( A^{(0)} = D_x g \). Application of the condition (7.1) yields
\[ M^{(0)} = \left\{ x = (x_1, x_2) : x_1 = \frac{x_2}{1 + x_2} - \varepsilon \frac{x_2}{(1 + x_2)^2} \right\}, \] (9.3)
which agrees to leading order with (9.2). For the first iteration, we use
\[ U_{12}^{(0)} = (A^{(0)})_{11}^{-1} A^{(0)}_{12} = -\frac{1}{(1 + x_2)^2} + \varepsilon \frac{1 - x_2}{(1 + x_2)^3}. \] (9.4)

After the iteration,
\[ f_1^{(1)} = B_1^{(1)} g = -x_1 + \frac{x_2}{1 + x_2} - \varepsilon x_2(1 - x_2) \left( \frac{1}{1 + x_2} \right)^3, \] (9.5)
and the new approximation to the slow manifold is
\[ M^{(1)} = \left\{ x = (x_1, x_2) : x_1 = \frac{x_2}{1 + x_2} - \varepsilon^2 x_2(1 - x_2) \left( \frac{1}{1 + x_2} \right)^3 \right\}. \] (9.6)

This is an improvement over \( M^{(0)} \); the remainder is now of second order in \( \varepsilon \). In fact, each successive iteration pushes the remainder one order higher in \( \varepsilon \).

Note that \( A_{n1}^{(n)} = 0 \) for all \( n \), since \( g_2 \) is independent of \( x_1 \). It follows from (6.8) and (7.4) that
\[ A_{11}^{(1)} = A_{11}^{(0)} = -1, \]
\[ A_{12}^{(1)} = \varepsilon \frac{1 - x_2}{(1 + x_2)^3} - \varepsilon^2 \frac{5 - 2x_2 - x_2^2}{(1 + x_2)^4}. \]
Hence,
\[ U_{12}^{(1)} = -\varepsilon \left( \frac{1 - x_2}{(1 + x_2)^3} \right) + \varepsilon^2 \left( \frac{5 - 2x_2 - x_2^2}{(1 + x_2)^4} \right). \] (9.7)

The term of \( O(\varepsilon) \) cancels the same term in (9.4), so \( U_{12}^{(0)} + U_{12}^{(1)} = \frac{-1}{(1 + x_2)^2} + O(\varepsilon^2) \). This cancellation occurs at every iteration and order. Hence,
\[ \lim_{n \to \infty} \sum_{i=0}^{n} U_{12}^{(i)} = \frac{-1}{(1 + x_2)^2}, \] (9.8)
which illustrates the theory of Section 7.2.

**Remark.** In this example, we used the standard basis as the initial basis. As may be seen from (9.8), the optimal initial basis in \( \mathbb{R}^2 \) is
\[ A^{(0)} = \begin{pmatrix} 1 \quad (1 + x_2)^{-2} \\ 0 \quad 1 \end{pmatrix}, \quad B^{(0)} = \begin{pmatrix} 1 \quad -(1 + x_2)^{-2} \\ 0 \quad 1 \end{pmatrix}. \]
Then one immediately obtains the exact manifold, \( \mathcal{M}^{(0)} = \mathcal{M} \), and no further iterations are needed.
10. Two-step CSP Method

The two-step CSP method is designed to completely separate the dynamics of the fast and slow variables in (2.1). The separation is achieved by a reduction of the operator $\hat{A}$ in (3.2) to block-diagonal form. Each step of the iterative method involves two transformations, one to change the basis of the slow subspace and another to change the basis of the fast subspace,

$$
\hat{A} = A(I - U)(I + L), \quad \hat{B} = (I + L)^{-1}(I - U)^{-1}B,
$$

(10.1)

where

$$
U = \begin{pmatrix} 0 & U_{12} \\ 0 & 0 \end{pmatrix}, \quad U_{12} = (A_{11})^{-1} A_{12},
$$

(10.2)

$$
L = \begin{pmatrix} 0 & 0 \\ L_{21} & 0 \end{pmatrix}, \quad L_{21} = A_{21}(A_{11})^{-1}.
$$

(10.3)

The elements $U_{12}$ and $L_{21}$ are functions only of the slow variable $x_2$, and the matrices $U_{12}$ and $L_{21}$ are chosen so that the leading quantities in $\hat{A}_{12}$ and $\hat{A}_{21}$ vanish. Also, $U$ and $L$ are nilpotent, so $(I - U)^{-1} = I + U$ and $(I + L)^{-1} = I - L$.

A straightforward computation gives

$$
\hat{A} = (I - L)(I + U)A(I - U)(I + L) + (I - L)U'(I + L) - L'.
$$

(10.4)

The key component $\hat{A}_{12}$ is given by the expression

$$
\hat{A}_{12} = A_{12} - A_{11}U_{12} + U_{12}(A_{22} - A_{21}U_{12}) + (DU_{12})g_2,
$$

which is the same as the expression (6.9) for the one-step CSP method. Using the same arguments as before, we conclude that the slow manifold is characterized by the same condition (6.10),

$$
\mathcal{M} = \{x \in \mathbb{R}^N : A_{12}(x) = 0\}. \quad (10.5)
$$

Commutativity of the operations of changing coordinates and performing an iteration of the two-step CSP method is established as for the one-step method. We recall from Section 7.1 the key observation that $A$ is independent of the coordinate system, which holds here as well. Using the same notation as in that section, we find that the first path in the commutative diagram leads to the expressions

$$
\hat{A}^{(n+1)} = \hat{A}^{(n)}(I - U^{(n)})(I + \hat{L}^{(n)}),
$$

$$
\hat{B}^{(n+1)} = (I - \hat{L}^{(n)})(I + U^{(n)})\hat{B}^{(n)},
$$

(10.6)

while the second path leads to the expressions

$$
\hat{A}^{(n+1)} = \hat{A}^{(n)}(I - U^{(n)})(I + L^{(n)}),
$$

$$
\hat{B}^{(n+1)} = (I - L^{(n)})(I + U^{(n)})\hat{B}^{(n)}.
$$

(10.7)

The invariance property $\hat{A}^{(n)} = A^{(n)}$ implies also that $\hat{U}^{(n)} = U^{(n)}$ and $\hat{L}^{(n)} = L^{(n)}$, and hence (10.6) and (10.7) are identical. Hence, the same commutative diagram applies for the two-step CSP method, and an analysis of the method may be carried out in a coordinate system best attuned to the dynamics.

In particular, we work with the Fenichel normal form (8.1). Taking the initial basis to be the standard basis, we start with

$$
f_1^{(0)} = B_1^{(0)} g = g_1,
$$

$$
f_2^{(0)} = B_2^{(0)} g = g_2,
$$
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and $A^{(0)} = D_2 g$. Then,
\[ \mathcal{M}^{(0)} = \{ b = 0 \}. \] (10.8)
Evaluating on $\mathcal{M}^{(0)}$ the matrices used to update the bases, we obtain
\[ U^{(0)}_{12} = \left( A_{11}^{(0)} \right)^{-1} A_{12}^{(0)} = 0, \]
\[ L^{(0)}_{21} = A_{21}^{(0)} \left( A_{11}^{(0)} \right)^{-1} = m_2(0, x_2, \varepsilon) \left( \Gamma(0, x_2, \varepsilon) \right)^{-1}. \] (10.9)
The bases transform to
\[ A^{(1)} = A^{(0)} (I - U^{(0)})(I + L^{(0)}) = \left( m_2(0, x_2, \varepsilon) \left( \Gamma(0, x_2, \varepsilon) \right)^{-1} I_2 \right), \]
\[ B^{(1)} = (I - L^{(0)})(I + U^{(0)})B^{(0)} = \left( \frac{I_1}{-m_2(0, x_2, \varepsilon) \left( \Gamma(0, x_2, \varepsilon) \right)^{-1}} I_2 \right). \] (10.10)
Hence, the amplitudes become
\[ f_1^{(1)} = B_1^{(1)} g = g_1, \]
\[ f_2^{(1)} = B_2^{(1)} g = -m_2(0, x_2, \varepsilon) \left( \Gamma(0, x_2, \varepsilon) \right)^{-1} g_1 + g_2. \] (10.11)
Thus, the condition $f_1^{(1)} = 0$ yields
\[ \mathcal{M}^{(1)} = \{ b = 0 \}, \] (10.12)
and the slow manifold is again invariant. The second component of the vector field transforms to
\[ f_2^{(1)} = \varepsilon m_1(x_2, \varepsilon) + \tilde{m}_2(b, x_2, \varepsilon) b, \] (10.13)
where
\[ \tilde{m}_2(b, x_2, \varepsilon) = m_2(b, x_2, \varepsilon) - \left( m_2(0, x_2, \varepsilon) \left( \Gamma(0, x_2, \varepsilon) \right)^{-1} \right) \Gamma(b, x_2, \varepsilon). \] (10.14)
This implies that the flow on the slow manifold is preserved under iteration of the full CSP method, but the dynamics on the fibers is altered.
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