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Abstract. We observed that before initiating software development the objectives are minimally organized and developers introduce comparatively higher organization throughout the design process. To be able to formally capture this observation, a new communication channel representation system for software is developed in three stages a) set-theoretical representation of software design, b) mapping of software design to a communication channel formalism, and c) hierarchical decomposition leading to higher organization. This new representation system provides a better understanding of the software design by introducing a stepwise entropy reduction notion to the design process. Formal representation of hierarchical decomposition of software and entropy-reduction view of software design provides a stronger bridge between established engineering methods and software design, opens up new possibilities in software research, connecting software with information and coding theory.
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1. Introduction

Engineering is the study and practice of developing solutions to technical problems that are timely, cost-effective, and reliable [2,25,36]. Engineers solve technical problems by applying mathematical and scientific knowledge to develop artifacts [9,18]. Software engineering in particular is an engineering discipline whose focus is the production of high quality software systems [35]. It is a challenging task to produce a high quality artifact within the cost and time parameters, especially for complex projects. Systematic software design methodologies reduce the cost of software development and improve the quality of software products [9,14].

A deeper analysis of all these developments reveals that software engineers evidently focus on abstractions such as data, function, and control abstractions in order to master the complexity in software systems. These abstractions, which facilitate systematic decomposition, have been provided in the form of programming language constructs and design tools [14,37,41,42]. Significant effort has been expended over several decades to find new design techniques, programming languages, and other strategies for the production of software. In the early days, programs were implemented as a single block of instructions. Over time, as problems became more complex and computers became more powerful, the size of the programs has correspondingly increased. Conceptually controlling the large blocks of instructions proved to be difficult for developers. Naturally, to tackle the complexities, language designers started applying hierarchical decompositions techniques [6,16,32]. Large programs were organized into subprograms. Therefore, as a decomposition strategy, numerous approaches were introduced. These approaches, which can generally be grouped under the category of module-based programming, amounted to the development of constructs, such as
function, subroutine, and modules [20,35]. Further developments in hardware technologies and changing requirements led to the need for implementing even more sophisticated programs. Therefore, the shortcomings of module-based abstractions and decomposition eventually became pronounced [6,14,32]. As such, the need for even more advanced decomposition techniques resulted in the development of yet newer programming languages, newer development paradigms, and programming constructs. Recognition of design strategies led to the development of Object-Oriented [6] and Aspect-Oriented techniques [19].

The historical objective in developing these approaches and their associated methodologies and tools has been that the software engineer should maintain conceptual control over the developed design by hierarchical series of abstractions. Although these approaches has been successful in their own right in providing strong support for engineers, the size and complexity of software systems have greatly increased and software engineers’ ability to maintain conceptual control has not improved correspondingly. These methodologies are fundamentally linguistic in nature [14,35] and they present difficulty developing an engineering foundation [35].

It is clear that we need to formalize software development to improve our ability to maintain intellectual control and thus to cope with increasing complexity in software systems [30,33,34]. In this paper we present a communication-theory based foundation of software design by combining concepts from the theory of decomposition of complex systems [4,30,33], and communication channel abstraction [10,11].

We observed that before initiating software design process the objectives are minimally organized and designers introduce comparatively higher organization throughout the design process. Every design decision resolves some kind of an unclear situation in design objectives and reduces the number of possible alternatives.

Historically, this process of transforming disorganization to organization is considered to be a concern of complexity analysis [26,30,34]. Therefore, from a complex-system perspective, the software design problem is a form of complexity analysis and system decomposition.

We started with mapping of software systems to set-theoretical representations. Software systems are represented with an arbitrary number of variables. Next we showed the information transfer between variables and demonstrated the correlations among variables as communication channels. Consequently, we developed a communication-channel representation of software systems.

Our research program is to develop a practical yet formal approach to be able to deductively reason (using computer not necessarily mathematicians) about software design. To our knowledge this paper is the first attempt of this kind. From the technical and formal engineering perspective, a computer collectively (hardware, firmware, and software) and essentially can be modeled as a communication channel. The Processor-Memory-Switch model (PMS) combined with Instruction-Set-Processor (ISP) makes up the computer [5]. In our research we pursue to develop a common formalism with which we will be able to model PMS as well as ISP. In this paper we explore only to develop a communication channel representation of software (ISP). This means, we can deductively reason about designing a computer (hardware and software) in the future if we succeed in our attempts.

The next section, Section 2, covers information concepts such as entropy, transmission, correlation formulas, which are useful in the study of software systems in the succeeding sections. Section 3 presents a mathematical concept of organization and of systems used to model software design. Section 4 introduces general design principles from the perspective of design decomposition and related concepts. Section 5 introduces set-theoretical representation of software, communication-channel formalism of software, and hierarchical decomposition of software. The summary, Section 6, concludes the paper.

### 2. Information-theoretical foundations

The beginnings of the development of information theory can be traced to the initial considerations for the development of the concept of entropy. Theoretical contributions involving entropy functions started in the original investigation of heat phenomena [12]. In the mid 1800s, Carnot explained the limitations in the heat-work transformation using a flowing substance model. He observed that some energy is lost even in the most efficient engine possible [15]. Eventually, Clausius formulated the dissipation of useful energy in terms of a new quantity which he denoted Entropy [12].

Following Carnot’s observation, Maxwell, Boltzmann, and Gibbs defined heat as disordered motion of atoms and molecules with consideration of the atomic
nature of matter [12]. Their foundational investigations eventually initiated a new branch of mechanics, called Statistical Mechanics [12]. Ludwig Boltzmann studied Entropy as being a measure of degree of orderliness or disorderliness of gas molecules [12].

In the field of communication, Nyquist and Hartley introduced a quantification technique to measure the information in a message. It took about two decades after Hartley’s paper for the introduction of a general theory called Communication Theory, by Shannon [29]. He demonstrated fundamental theorems for noiseless and noisy channels and established the transmission rate limit for a given channel and a source. Shannon’s information measure includes two variables, the sender’s and the receiver’s state. McGill presented an extension of Shannon’s measures to multivariables. He also developed the associated quantitative formulations of transmission, interaction, and correlation concepts for multivariate analysis [23].

2.1. Techniques used: The quantitative study of information

Information theory literature defines the communication channel as a mathematical object which connects input variables to output variables in a probabilistic manner [29]. A communication channel is represented by an input set \(X = \{X_1, \ldots, X_n\}\), an output set \(Y = \{Y_1, \ldots, Y_m\}\), and a set of conditional probabilities \(P(X_k \mid Y_l)\) for all \(k, l\).

The uncertainty concerning the input set \(X\), denoted by \(H(X)\), is called source entropy. It is the uncertainty concerning which symbol will be transmitted. The output set \(Y\) consists of all the possible symbols that will be received. The amount of uncertainty in the receiver part, denoted by \(H(Y)\), is called receiver entropy. Therefore, \(H(Y)\) may include uncertainty which the sender should not account for. The conditional entropy \(H(Y \mid X)\) is the measure of this uncertainty and it is equivalent to noise. In other words, part of the source entropy may not be received by the receiver because of noise. The quantity \(H(X \mid Y)\) is the average amount lost, and it is called equivocation [29]. The amount of information transmitted, \(T(X : Y)\), is the uncertainty shared by both input and output sets.

Shannon’s Entropy Formula is a measure of the entropy of a variable \(X\) that is by definition the sum\(^1\)

\[
H(X) = -p_1 \log p_1 - \cdots - p_N \log p_N
\]
\[= \sum_{i=1}^{N} \varphi(p_i) \quad (1)
\]

where \(p_i = P(X_i)\) and \(\varphi(p) = -p \log p\).

The observed transmission between two variables, \(X\) and \(Y\), is defined as follows:

\[
T(X : Y) = H(X) + H(Y) - H(X \cdot Y). \quad (2)
\]

A transmission function can be generalized to an arbitrary number of variables. Correlation [23,26] among variables \(U_1, U_2, \ldots, U_n\) is the total information transmission and by definition as follows:

\[
C(U_1, U_2, \ldots, U_n) = \sum_{i=1}^{n} H(U_i) - H(U_1 \cdot U_2 \cdot \ldots \cdot U_n). \quad (3)
\]

The quantitative study of information given in this section is used to model information transfer among the software elements in Section 5. The total information transfer is utilized for the formal investigation of software design as a decomposition of software systems into subsystems.

3. Necessity of systems approach

The basic idea that underlies statistical mechanics is that an organized system has a lower entropy than a disorganized one [26,38]. The difference between these two systems can be defined as a reduction in the entropy, and the difference can be calculated by the methods of statistical mechanics. In statistical mechanics, an organized system is composed of ordered molecules [12]. The states of particles and correlation among these particles were demonstrated with Entropy term. Watanabe demonstrated the information calculation as the measure of organization [38]. Rothstein used the redundancy calculation to demonstrate the organization [26]. In communication theory, correlation is defined with the Redundancy term [29].

Ashby made major contributions to the information theoretical analysis of complex systems [4]. He defined a complex system as a set of variables with constraints. He mentioned that the presence of organization arises from communication between variables. In his seminal paper, he examined the constraints as multivariate relationships within a system and denoted them as Internal Informational Exchange. He showed that when the

\(^1\)Unless otherwise specified, we shall use logarithms of base 2. The unit of \(H\) is in bits.
variables are related, constraints exist and they can be quantified with information theory.

Conant [8] applied information theory to system decomposition. He studied pairwise interaction of variables in a dynamic system and provided a technique to decompose a system into weakly connected subsystems. His technique detects subsystems of a complex system while quantifying the interactions among the variables.

3.1. Techniques used: The system perspective

Simon, in his development of a science of design, investigated the nature of systems in general [30]. He defined complex system informally as the composition of a large number of components interacting in a complex way. Typically, in systems, the whole exhibits emergent behavior and becomes more than a linear sum of the parts.

Watanabe and others introduced a formal treatment technique for the analysis of complex systems following Simon’s definition [8,26,38]. Their preferred starting point was the mathematical notion of the structure of organization, which was conceptually identical to the systems view of Simon. In this perspective, a complex system is composed of correlated subsystems or elements [4,38]. The formal analysis of a complex system is therefore, related to the degree of correlation among its subsystems or elements [4,38]. Naturally, correlation can indicate the level of depth and breadth of interactions among subsystems or elements. Therefore, this correlation can be used to show the degree of interaction of subsystems. An organized structure includes redundancy and the amount of redundancy reduces the information required to reveal that structure [26,38]. Therefore, structure provides information. If we recall Shannon’s results, we observe that in communication theory, the structure of a system implies the structure of a message and redundancy within the message, which corresponds to the amount of uncertainty [4,26,38].

The degree of organization increases if the degree of uncertainty of the system decreases despite a large degree of uncertainty on individual components. Thus the strength of organization is measured by the balance between the uncertainty of the components with respect to the uncertainty of the whole. Since entropy is a measure of uncertainty, then the degree of organization can be defined as

\[ \text{Organization} = \left( \text{sum of entropies of parts} \right) - \left( \text{entropy of whole} \right). \]  

4. General design principles and software design

In a sense, decomposition of a complex system is a matter of identification of its components and their interactions. A many component system interacting in a complex way is naturally not conducive to the observation of its component interactions. The difficulty rests in the identification of all the system components, a requirement for decomposing the system into loosely coupled subsystems or elements [30].

One can define the system as a set of variables and observe the correlation between them [26,38]. It is assumed that the information flow within the system is representative of the relations between the variables [4,38]. As mentioned above, the answer lies in the hierarchical decomposition of the total correlation [4,38]. There are multiple ways of producing such a decomposition scheme. It is a matter of the “parameter of interest” [35] to decide, which depends on the purpose of the analysis. To reduce complexity, strongly connected elements are grouped into subsystems [8,30]. This highlights that correlations among subsystems are weaker than correlation within subsystems.
4.1. Techniques used: Design spaces

Designers have to consider multiple alternatives during design and reach a decision based on experience and the methodology that they employ. In applications, requirements are usually imprecise and uncertain [13, 40]. Designers may eliminate some design alternatives in early stages with fuzzy methods [39], that may result in loss of information [21]. Therefore, designers need a consistent technique to represent, compare, and select among design alternatives. Design Space notion is defined as a function that maps “fundamental concepts” to design properties. Design properties include quality factors and implementation details that cover functional and non-functional requirements [3].

During the design process, designers work on two different spaces: Problem Space and Solution Space. Problem Space includes only the details from business/customer domain. On the other hand, Solution Space includes technical terms and incorporates solution details, while each space has its own representation [9,31]. One responsibility of a software designer is to transform problem space concepts into solution space concepts. Problem space concepts are terms, definitions, and rules from business/customer domain which are independent of technical details. On the other hand, solution space concepts are technical terms that incorporate solution details.

All possible design alternatives for these specifications form a design space for the software. To identify software abstractions, and corresponding decomposition activities, two different design spaces are defined. These are

- Structural Entity Space and
- Structural Relation Space.

Design space decomposition starts with the specification of design spaces which define entities, attributes, and relationships between the concepts. While entities within solution space are specified in an entity space, relationships are given in a relation space.

4.1.1. Structural entity space

Mappings between structural problem domain concepts ($C_{Domain}$) into structural solution concepts are shown in this space. Figure 1 demonstrates the space as a two dimensional space. Following Aksit and Tekinerdogan [3], definitions of Structural Entity Space and corresponding solution space concepts are given as follows:

- The predefined property $P_{Entity}$ (represented as the y-axis in Fig. 1) is a set of solution space alternatives for problem space concepts. $P_{Entity} = \{\text{Class}, \text{Operation}, \text{Attribute}\}$, and
- $S_{StructuralEntity}$ defines the design space that maps the concepts of $C_{Domain}$ to the elements of $P_{Entity}$ and as such represents the total set of alternatives of domain models.

4.1.2. Structural relation space

This space shows the relations between problem domain concepts in relational terms. Figure 2 demonstrates the two-dimensional space. Definitions of Structural Relation Space and corresponding solution space concepts are given as follows:

- The predefined property $P_{Relation}$ (represented as the y-axis in Fig. 2) is a set of alternatives for the relationships between concepts. $P_{Relation} = \{\text{Association}, \text{AttributeOf}, \text{Generalization}, \text{MethodOf}, \text{NoRelation}\}$, and
4.1.3. Design space example

Figure 3 presents the application of the design-space decomposition to a library example [3]. The example is the design of a set of collection classes, such as LinkedList, OrderedCollection, and Array to be a part of an object-oriented library. These classes should provide the needed operations to read and write the elements stored in collection objects. Furthermore, the sorting operation is needed to sort items within collection objects.

For the identification of the software abstractions, and the corresponding decomposition activities for the library example, two design spaces, Entity Space, Relation Space, are demonstrated as follow.

The structural model of the library example is composed of the concepts of the domain \( C_{\text{Domain}} \) and the relationships in the domain \( R_{\text{Domain}} \). They are listed below:

\[
C_{\text{Library}} = \{ \text{Library}, \text{Collection}, \text{LinkedList}, \text{Array}, \text{OrderedCollection}, \text{collectionItems}, \text{sort}, \text{read}, \text{write} \},
\]

\[
R_{\text{Library}} = \{ (\text{Library}, \text{Collection}), (\text{Library}, \text{LinkedList}), (\text{Library}, \text{OrderedCollection}), (\text{Library}, \text{Array}), (\text{Collection}, \text{LinkedList}), (\text{Collection}, \text{OrderedCollection}), (\text{Collection}, \text{Array}), (\text{sort}, \text{Collection}), (\text{sort}, \text{LinkedList}), (\text{sort}, \text{OrderedCollection}), (\text{sort}, \text{Array}) \}.
\]

The two types of structural decompositions, entity design space and relation design space, are shown in Fig. 3. Designer decisions in entity and relation design spaces (represented in two dimensions) are marked in Fig. 3.

4.2. Design activity as an uncertainty-reduction process

Software developers generate various alternative approaches to decompose the given problem. Usually several decomposition alternatives exist and the designer must make decisions based on many parameters and to make choices among possible decomposition alternatives, while evaluating the feasibility of each choice. This situation reflects the uncertainty that designers encounter in finding a specific decomposi-

\[ S_{\text{StructuralRelation}} \] defines a design space that maps the 2-tuple concepts of \( C_{\text{Domain}} \) to the elements of \( P_{\text{Relation}} \), and as such represents the total set of relationship alternatives of domain models.
the other hand, the artifact displays organization (low entropy). The initial state of the library design spaces represent all possible alternatives with minimal organization (implying high entropy). The successive design decisions, as marked within design spaces of the library example, introduce comparatively higher organization (implying low entropy). Representing software design as an uncertainty reduction process is one of the novel contributions of this work.

5. Information theoretical representation of software design

In our modeling approach, multivariate correlations among variables are modeled using communication channel formalism [10,23]. Total correlation over the complex system is the sum of the total correlation within the subsystems plus the correlations among the subsystems. Furthermore, each subsystem can be broken down into further subsystems and the fundamental rule holds in turn for the subsubsystems and their correlations [8,10]. One of the basic criterion for evaluation of the decomposition is that the correlation among the subsystems be insignificant compared to the total correlation.

Figure 5 presents three transition steps for the analysis of software systems using communication-channel representation. We start with mapping of software systems to set-theoretical representations. Software systems are represented with an arbitrary number of variables. Each variable is observed once per subjective time increment. The representative values are shown as a table in Fig. 5. In the second transition, which is the mapping of set-theoretical representation to a channel formalism, we show the information transfer between variables and demonstrate the correlations among variables as communication channels. The third step, hierarchical decomposition, takes the channels as input and applies decomposition techniques to find subsystems.

5.1. Set-theoretical representation of software design

We start with mapping of software systems to set-theoretical representations. Software systems are represented with an arbitrary (but finite) number of variables. We define a set of $K$ variables for a given software system. The variables represent elements, such as identifiers defined within programs, data values from data segment, function return values, and code segment addresses. Each variable is denoted by $X_j$ where $1 \leq j \leq K$. Software system is a set of $X_j$, denoted by the set $S = \{X_1, \ldots, X_K\}$. $X_j$‘s values are taken from the set $P_j = \{X_{1j}, X_{2j}, \ldots, X_{nj}\}$. $P_j$ is a finite set, and its elements depends on the software elements.
Fig. 5. Analysis of software systems: a) mapping of software systems to set-theoretical representations, b) mapping of set-theoretical representation to channel formalism, c) hierarchical decomposition
Table 1
Example software system

<table>
<thead>
<tr>
<th>public class A</th>
</tr>
</thead>
<tbody>
<tr>
<td>{ private int x; private int d;</td>
</tr>
<tr>
<td>public A(int p, int p2)</td>
</tr>
<tr>
<td>{ x=p; d=p2; }</td>
</tr>
<tr>
<td>public int getX()</td>
</tr>
<tr>
<td>{ return x; }</td>
</tr>
<tr>
<td>public int getD()</td>
</tr>
<tr>
<td>{ return d; }</td>
</tr>
<tr>
<td>public int calculate()</td>
</tr>
<tr>
<td>{ return d*x/100; }</td>
</tr>
<tr>
<td>public void changeValue(boolean b)</td>
</tr>
<tr>
<td>{ if(b) x=x+5; else d=d+10; d=calculate(); }</td>
</tr>
<tr>
<td>}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>public class B</th>
</tr>
</thead>
<tbody>
<tr>
<td>{ private int s; private int z;</td>
</tr>
<tr>
<td>public B(int p, int p2)</td>
</tr>
<tr>
<td>{ s=p; z=p2; }</td>
</tr>
<tr>
<td>public int getS()</td>
</tr>
<tr>
<td>{ return s; }</td>
</tr>
<tr>
<td>public int getZ()</td>
</tr>
<tr>
<td>{ return z; }</td>
</tr>
<tr>
<td>public void calculate(A a)</td>
</tr>
<tr>
<td>{ z=a.calculate()+s; a.changeValue(s%10?true:false); if(a.getX()%5) s=s+a.getX(); else s=s*a.getX(); }</td>
</tr>
</tbody>
</table>

which $X_j$ represents. The set $P_j$ forms a partition associated with variable $X_j$.

For example, when an integer type identifier defined within a given program is associated with $X_1$, $P_1$ takes a set of valid values associated with this integer type. Considering another level of abstraction, we can see that for an integer type with $n$ bits, unsigned type represents the non-negative values $0$ through $2^n - 1$, so that $P_1 = \{0, \ldots, 2^n - 1\}$. On the other hand, signed integer type represents numbers from $-2^{(n-1)}$ through $2^{(n-1)} - 1$, therefore the set $P$ becomes $P_1 = \{-2^{(n-1)}, \ldots, 0, \ldots, 2^{(n-1)} - 1\}$.

The next step is the observation of values associated with variables of the system. Therefore, values associated with each variable are obtained and observed once per cycle. The cycle represents the stable states within a software system. The cycle should allow the variables a chance of changing values so the stable states of software system can be observed. In terms of the communication channel, this maps input variables of a channel to output variables. We observe the $K$ variables for $N$ cycles, and obtain a total of $K \cdot N$ different values. Therefore, observed values for each variable is denoted by $O_j = \{O_1^j, \ldots, O_N^j\}$. Observed number of occurrences of the event in consideration $X_j = X_j^i$ is denoted by $n_{X_j}^i$, such that $\sum_{i=1}^{N} n_{X_j}^i = N$. Number of occurrences associated with partition $P_j$ is be denoted by $F_j = [n_{X_j}^i, \ldots, n_{X_j}^N]$. The variables $X_j$ is grouped into sets to demonstrate decomposition steps during software design. The set $S_i = \{S_1^i, \ldots, S_n^i\}$ represents a subsystem of given software system, where $\bigcup_{i=1}^{r} S_i = S$ and $S_i \cap S_j = \emptyset$ for all $i \neq j$.

5.2. Mapping of software design to communication channel formalism

As presented in the above section, set-theoretical representation of a software system and the corresponding observed values reveal that there are varieties in observed values. The set theoretical decomposition of the software system leads us to expose the relationships between variables and capture the relationships in the formalism of communication channel.

To represent the interaction between two system variables for example, $X_i$ and $X_j$:

- the value set, $P_i$, which is associated with $X_i$, is taken as a channel input set $S$,
- the value set, $P_j$, which is associated with $X_j$, is taken as a channel output set $R$, and
- then channel probability is, $P(S_k, R_l) = \frac{n_{S_k} \cdot n_{R_l}}{n_{P_i} n_{P_j}}$, where observed number of occurrences of the
event in consideration \( R_t = P_t \) is denoted by \( n_{R_t} \), the number of occurrences of the event \( S_k R_t = P_t^k P_t^l \) is denoted by \( n_{S_k R_t} \).

5.3. Hierarchical decomposition leading to higher organization

Hierarchical decomposition, through a process partitioning interactions in a channel, produces subsets of channel elements. In Fig. 5, this process is represented as a transformation between channels and set-subsets producing hierarchical combinations of software elements.

Following the notation introduced above, software design decomposes the given software system \( S = \{ X_1, \ldots, X_K \} \) into \( r \) elements, such that the variables \( X_i \) is grouped into sets, \( S_i = \{ S_i^1, \ldots, S_i^n \} \) which represents an element of a given software system, where \( \bigcup_{i=1}^{r} S_i = S \) and \( S_i \cap S_j = \emptyset \) for all \( i \neq j \).

The total interaction is decomposed into transmission such that

\[
C_{\text{Total}}(X_1X_2 \ldots X_K) = \sum_{i=1}^{r} C_{\text{Total}}(S_i) + C(S_1, S_2, \ldots, S_r) \tag{5}
\]

where \( C_{\text{Total}}(S_i) \) is the transmission within an element, \( S_i \), and \( C(S_1, S_2, \ldots, S_r) \) correlation formula. As a result, software system is decomposed into \( r \) elements with the total amount of transmission \( C(S_1S_2 \ldots S_r) \).

5.4. Application to object-oriented software design

In this section, we introduce our channel representation of software design using three stages elaborated in Sections 5.1, 5.2, and 5.3. This example, through the use of hierarchical organization, demonstrates the utilization of communication channel in software design.

Table 1 shows the specification of the representative example, with which we demonstrate information theoretical analysis of software design. As stated in Section 5.1, we start with mapping of the software system to a set-theoretical representation. We define a set of four variables, \( \{V_1, V_2, V_3, V_4\} \), for the software system. In this case, variables represent \textit{Attributes} defined within \textit{Class A} and \textit{Class B}. Mapping between \textit{Class Attributes} and set variables is given in Table 2. The example software system is represented as a set, \( S = \{V_1, V_2, V_3, V_4\} \). \textit{Class} definitions demonstrate the hierarchy between \textit{Classes} and \textit{Attributes}. \textit{Class A} is mapped into a set \( \{V_1, V_2\} \) and \textit{Class B} is mapped into a set \( \{V_3, V_4\} \).

The next step is the observation of values associated with variables of the system. For this system, values associated with each variable are observed with the execution of the \textit{calculate} method shown in Table 1. Each \textit{calculate} execution changes values of variables so that each transformation of the system is observed. Representative observations of four variables for nine cycles are given in Table 3.

As stated in Section 5.2, the interaction between variables in the example software system is represented using the communication channel formalism. In terms of mapping to the channel representation, the relationship between \( V_1 \) and \( V_2 \) based on observed values within nine cycles is shown in Fig. 6.
As shown in Table 3, while $V1 = 6$ in the first and second cycles, $V2 = 0$ for the first cycle and $V2 = 6$ for the second cycle. This relationship is shown in the communication channel of Fig. 6 as two communication links starting from the first node of $V1$ and ending in the first and third nodes of $V2$.

Transmission between variables is calculated using Formula 2. As an example, calculation of transmission between $V1$ and $V2$ with the observed values in Table 3 is shown below.

$$O_{V1} = \{6, 6, 11, 16, 16, 21, 21, 21, 21\}$$

$$F_{V1} = \{2, 1, 2, 4\}$$

$$H(V1) = -\frac{2}{9} \log \frac{2}{9} - \frac{1}{9} \log \frac{1}{9} - \frac{2}{9} \log \frac{2}{9} - \frac{4}{9} \log \frac{4}{9} = 1.83$$

$$O_{V2} = \{0, 6, 0, 0, 17, 3, 23, 27, 28\}$$

$$F_{V2} = \{3, 1, 1, 1, 1, 1\}$$

$$H(V2) = -\frac{3}{9} \log \frac{3}{9} - \frac{1}{9} \log \frac{1}{9} - \frac{1}{9} \log \frac{1}{9} - \frac{1}{9} \log \frac{1}{9} = 2.64$$

$$O_{V1,V2} = \{6 \cdot 0, 6 \cdot 0, 6 \cdot 11 \cdot 0, 16 \cdot 0, 16 \cdot 17, 21 \cdot 3, 21 \cdot 23, 21 \cdot 27, 21 \cdot 28\}$$

$$F_{V1} = \{1, 1, 1, 1, 1, 1, 1, 1\}$$

A complete description of this software system is given elsewhere [10]. Pairwise relationships and corresponding transmission values for the example system with the complete description are shown in Table 4.

Diagrammatic representation of six pairwise relations are shown in Fig. 7. In Fig. 7, pairwise relations are indicated by arrows whose thickness is directly proportional to transmission values. For example, transmission value between $V3$ and $V4$ is 7.56 in Table 4, and it is shown as the strongest pairwise relationships in Fig. 7 with the thickest arrow.

As stated in Section 5.3, partitioning of these interactions creates the hierarchy within software systems. Groups of highly interacted elements constitute the subsystems of the system, as such producing the desired hierarchy. Following these principles, hierarchical decomposition of the example system is shown diagrammatically in Fig. 7. $V1$ and $V2$ are grouped into one subsystem and $V3$ and $V4$ are grouped into another subsystem.

Communication between variables within the example software system can be decomposed in many different ways. Table 5 shows various decomposition possibilities for the example system. For example,
the decomposition \( S = \{\{V_2\}, \{V_1, V_3, V_4\}\} \) partitions the example system into two subsystems. First subsystem, \( \{V_2\} \), consists of one software element with no internal communication. Second subsystem \( \{V_1, V_2, V_3\} \) is composed of three elements with a total of 12.44 transmission value among the variables, \( V_1, V_3, \) and \( V_4 \). Transmission value between the subsystem \( \{V_2\} \) and the subsystem \( \{V_1, V_3, V_4\} \) is 4.27. These values represent various decomposition possibilities with a requirement for decomposing the system into loosely coupled subsystems or elements.

6. Summary

Our key goal was to model software design and understanding of the design process in software engineering based on first principle foundations of science and the practices of “hard” engineering disciplines. We achieved this goal with formal demonstration that:

- Software design is a hierarchical decomposition and addresses all steps from requirements to the final product, and
- Software design imposes an organization and reduces entropy through successive transformations.

We used the mathematical model of communication system to model communication or information exchange among software elements. For multivariate interactions, we applied multivariate information transmission. We utilized Ashby’s technique to map a software system into a complex system and then we used the organization measurement technique defined by Rothstein and Watanabe. Finally, we used hierarchical system definition from Simon and Conant to demonstrate that software design is a hierarchical decomposition of complex system.

The communication-channel representation of software systems opens up further useful possibilities for applying engineering analysis to software development. This indicates that current understanding and informal representations of software design, using our results, can further evolve into a type of inquiry involving classical engineering mathematics and concepts. It should be noted that we are initiating a completely new formal modeling approach for software design. With this approach eventually, deductive reasoning about large software would be possible as early as design phase. The mathematical machinery used for this purpose is Communication Channel Formalism of Shannon, which has not been used before in deductive reasoning about software. All other types of mathematical machinery for software modeling have been reviewed by one of the authors elsewhere [35].

We observe that, among the software metrics, our approach has some affinity with run time quality metrics such as run-time object-oriented cohesion metrics [22,24]. Run-time metric related aspects of our approach have been detailed in [28]. Although our intention here is not to develop a new metric, our work can be exploited in the direction of developing simple information theory based cohesion metrics.
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