Abstract Tactical planning of resources in hospitals concerns elective patient admission planning and the intermediate term allocation of resource capacities. Its main objectives are to achieve equitable access for patients, to serve the strategically agreed number of patients, and to use resources efficiently. We propose a method to develop a tactical resource allocation and patient admission plan that takes stochastic elements into consideration, thereby providing robust plans. Our method is developed in an Approximate Dynamic Programming (ADP) framework and copes with multiple resources, multiple time periods and multiple patient groups with various uncertain treatment paths through the hospital and an uncertain number of arrivals in each time period, thereby integrating decision making for a chain of hospital resources. Computational results indicate that the ADP approach provides an accurate approximation of the value functions, and that it is suitable for large problem instances at hospitals, in which the ADP approach performs significantly better than two other heuristic approaches. Our ADP algorithm is generic, as various cost functions and basis functions can be used in various settings of tactical hospital management.
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1 Introduction

Tactical planning is a key element of hospital planning and control that concerns the intermediate term allocation of resource capacities and elective patient admission planning [9]. Its main objectives are to achieve equitable access and treatment duration for patient groups, to serve the strategically agreed target number of patients (i.e., production targets or quota), to maximize resource utilization and to balance workload [10].

From a clinician’s perspective, tactical resource and admission plans break the clinician’s time down into separate activities (e.g., consultation time and surgical time) and determine the number of patients to serve from a particular patient group at a particular stage of their care process (e.g., consultation or surgery). We use the term care process to identify a chain of care stages for a patient, for example a visit to an outpatient clinic, a surgery, and a revisit to the outpatient clinic. At each stage in the care process, patients incur access time, which is the time spent on the waiting list before being served. Controlled access times ensure quality of care for the patient and prevent patients from seeking treatment elsewhere [22]. The term care process is not to be confused with “clinical pathway”, which is described in [5].

Care processes connect multiple departments and resources together as an integrated network. Fluctuations in both patient arrivals (e.g., seasonality) and resource availability (e.g., holidays) at one department may impact the entire care chain. For patients, this results in varying access times for each separate stage in a care process, and from a hospital’s perspective, this results in varying resource utilizations and service levels. To cope with these fluctuations, intermediate-term re-allocation of hospital resources, taking into account a care chain perspective [3, 8, 15], seems necessary.

The tactical planning problem in healthcare is stochastic in nature. Randomness exists in for example the number of (emergency) patient arrivals and the number of patient transitions after being treated at a particular stage of their care process. Several papers have focused on tactical planning problems that span multiple departments and resources in healthcare [6, 11, 13] and other industries [7]. In [10], the literature and various applications is reviews and it is concluded that existing approaches to develop tactical resource and admission plans in the OR/MS literature are myopic, focus on developing long-term cyclical plans, or are not able to provide a solution for real-life instances. The authors develop a deterministic method for tactical planning over multiple departments and resources within a mathematical programming framework.

In this paper, we develop a stochastic approach for the tactical planning problem in healthcare by modeling it as a Dynamic Programming problem (DP). Due to the properties of the tactical planning problem, with discrete time periods and transitions that depend on the decision being made, DP is a suitable modeling approach. As problem sizes increase, solving a DP is typically intractable due to the ‘curse of dimensionality’. To overcome this problem, an alternative solution approach for real-life sized instances of the tactical planning problem is needed. The field of Approximate Dynamic Pro-
gramming (ADP) provides a suitable framework to develop such an alternative approach, and we use this framework to develop an innovative solution approach. ADP uses approximations, simulations and decompositions to reduce the dimensions of a large problem, thereby significantly reducing the required calculation time. A comprehensive explanation and overview of the various techniques within the ADP framework are given in [16]. The application of ADP is relatively new in healthcare, it has been used in ambulance planning [12, 18] and patient scheduling [14]. Other applications in a wider spectrum of industries include resource capacity planning [4, 19], inventory control [20], and transportation [21].

We aim to contribute to the literature in two ways. First, we provide a theoretical contribution to the development of tactical resource and admission plans in healthcare in the field of Operations Research and Management Science (OR/MS). We develop an approach to develop tactical plans that take randomness in patient arrivals and patient transitions to other stages into account. These plans are developed for multiple resources and multiple patient groups with various care processes, thereby integrating decision making for a chain of hospital resources. The model is designed with a finite horizon, which allows all input to be time dependent. This enables us to incorporate anticipated or forecasted fluctuations between time periods in patient arrivals (e.g., due to seasonality) and resource capacities (e.g., due to vacation or conference visits) in developing the tactical plans. The model can also be used in ‘real-time’. If during actual implementation of the tactical plan, deviations from forecasts make reallocation of resource capacity necessary, the developed model can be used to determine an adjusted tactical plan. The model can be extended to include different cost structures, constraints, and additional stochastic elements. Second, the solution approach is innovative as it combines various methods and techniques within the ADP-framework and the field of mathematical programming. Also, the application of ADP is new in tactical resource capacity and patient admission planning, and relatively new in healthcare in general, where it has mainly been applied in ambulance planning [12, 18] and patient scheduling [14].

This paper is organized as follows. Section 2 discusses the mathematical problem formulation, and Section 3 describes the exact Dynamic Programming (DP) solution approach for small instances. Section 4 introduces the ADP approaches necessary to develop tactical plans for real-life sized instances. Section 5 describes how the model can be used to develop or adjust tactical plans in healthcare. Section 6 discusses computational results and Section 7 concludes this paper.

2 Problem formulation

This section introduces the problem and the patient dynamics in care processes. We provide notation and present the stochastic model formulation of
the problem that captures randomness in patient arrivals and patient transitions between queues.

The planning horizon is discretized in consecutive time periods $T = \{1, 2, \ldots, T\}$. This finite horizon allows all input to the model to be time dependent and enables incorporating anticipated or forecasted fluctuations between time periods in patient arrivals and resource capacities. We consider a set of resource types $R = \{1, 2, \ldots, R\}$ and a set of patient care processes $G = \{1, 2, \ldots, G\}$. Each of these care processes consists of a set of stages $K_g = \{1, \ldots, e_g\}$, where $e_g$ gives the number of stages in the care process $g \in G$. To simplify notation, we denote each stage in $\bigcup_{g \in G} K_g$ by a queue $j$. We introduce the set $J$ as the set of all queues and $J^r$ as the set of queues that require capacity of resource $r \in R$.

Each queue $j \in J$ requires a given amount of time units from one or more resources, given by $s_{j,r}$, $r \in R$, and different queues may require the same resource. The number of patients that can be served by resource $r \in R$ is limited by the available resource capacity $\eta_{r,t}$ in time period $t \in T$. Because we also allow for queues without resource requirement (dummy queues), $\bigcup_{r \in R} J^r$ is not necessarily equal to $J$.

After being treated at a queue $j \in J$, patients either leave the system or join another queue. To model these transitions, we introduce $q_{j,i}$ which denotes the fraction of patients that will join queue $i \in J$ after being treated in queue $j \in J$. The value $q_{j,0} = 1 - \sum_{i \in J} q_{j,i}$ denotes the fraction of patients that leave the system after being treated at queue $j \in J$. In general, $q_{j,i}$ is positive when $i \in J$ is immediately succeeding $j \in J$ in the same care process. However, our modeling framework allows for different types of transitions (for example transitions to any prior or future stage in the same care process, and transitions between queues of different care processes). In addition to demand originating from the treatment of patients at other queues within the system, there is also demand from outside the system. The number of patients arriving from outside the system to queue $j \in J$ at time $t \in T$ is given by $\lambda_{j,t}$. As can be observed, our model has a finite horizon.

Within the definition of $q_{j,i}$, lies the major assumption of our model:

**Assumption 1** Patients are transferred between the different queues according to transition probabilities $q_{j,i}$, $\forall j, i \in J$ independent of their preceding stages, independent of the state of the network and independent of the other patients.

For practical purposes in which Assumption 1 does not hold, we can adjust the various care processes to ensure it does hold. For example, if after some stage within a care process, the remainder of the patient’s path depends on the current stage, we create a new care process for the remaining stages and patients flow with a certain probability to the first queue in that new care process.

For the arrival processes, we assume the following.

**Assumption 2** Patients arrive at each queue from outside the system according to a Poisson process with rate $\lambda_{j,t}$, $\forall j \in J, t \in T$. The external arrival
process at each queue $j \in \mathcal{J}$ in time period $t \in \mathcal{T}$ is independent of the external arrival process at other queues and other time periods. Since all arrival processes are independent, we obtain $\lambda_{0,t} = \sum_{j=1}^{||\mathcal{J}||} \lambda_{j,t}$, $\forall t \in \mathcal{T}$.

We introduce $\mathcal{U} = \{0, 1, 2, ..., U\}$ to represent the set of time periods patients can be waiting. Given Assumption 1, patients are characterized by the queue in which they are waiting and the amount of time they have been waiting at this queue. We introduce

$$S_{t,j,u} = \text{Number of patients in queue } j \in \mathcal{J} \text{ at time } t \in \mathcal{T} \text{ with a waiting time of } u \in \mathcal{U}.$$  

The state of the system at time period $t$ can be written as $S_t$, which is a matrix made up of the elements $(S_{t,j,u})$, for all $t \in \mathcal{T}, j \in \mathcal{J}$, and $u \in \mathcal{U}$. We define decisions as actions that can change the state of the system. The decisions are given by

$$x_{t,j,u} = \text{Number of patients to treat in queue } j \in \mathcal{J} \text{ at time } t \in \mathcal{T}, \text{ with a waiting time of } u \in \mathcal{U}.$$  

The decision at time period $t$ can be written as $x_t = (x_{t,j,u})_{j \in \mathcal{J}, u \in \mathcal{U}}$, in the same way as we write the state description $S_t$. The cost function $C_t(S_t, x_t)$ related to our current state $S_t$ and decision $x_t$ can be modeled in various ways. The main objectives of tactical planning are to achieve equitable access and treatment duration for patient groups and to serve the strategically agreed number of patients [10]. The focus in developing this model is on the patient’s waiting time (equitable access and treatment duration), and we assume that the strategically agreed number of patients is set in accordance with patient demand (as the model accepts all patients that arrive). The cost function in our model is set-up to control the waiting time per stage in the care process, so per individual queue ($j \in \mathcal{J}$). It is also possible to adapt the cost function for other tactical planning settings, for example to control the total waiting time per individual care process $g \in \mathcal{G}$ or for all queues that use a particular resource $r \in \mathcal{R}$. We choose the following cost function, which is based on the number of patients for which we decide to wait at least one time unit longer

$$C_t(S_t, x_t) = \sum_{j \in \mathcal{J}} \sum_{u \in \mathcal{U}} c_{j,u} (S_{t,j,u} - x_{t,j,u}), \quad \forall t \in \mathcal{T}. \quad (1)$$

The cost component $c_{j,u}$ in (1) is set by the hospital to distinguish between queues $j \in \mathcal{J}$ and waiting times $u \in \mathcal{U}$. In general, higher $u \in \mathcal{U}$ will have higher costs as it means a patient has a longer total waiting time. This could be modeled in various ways, for example the cost $c_{j,u}$ could be incrementally increasing with $u \in \mathcal{U}$ or the hospital has some target/threshold waiting time after which waiting costs increase significantly.

The Integer Linear Programming (ILP) version of the introduced problem can be written as

$$\min_{t \in \mathcal{T}} \sum_{t \in \mathcal{T}} C_t(S_t, x_t) = \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} \sum_{u \in \mathcal{U}} c_{j,u} (S_{t,j,u} - x_{t,j,u}), \quad (2)$$
subject to

\[ S_{t,j,0} = \lambda_{j,t} + \sum_{i \in \mathcal{J}} \sum_{u \in \mathcal{U}} q_{i,j} x_{t-1,i,u}, \quad \forall j \in \mathcal{J}, t \in \mathcal{T}, \tag{3} \]

\[ S_{t,j,U} = \sum_{u=U-1}^{U} (S_{t-1,j,u} - x_{t-1,j,u}), \quad \forall j \in \mathcal{J}, t \in \mathcal{T}, \tag{4} \]

\[ S_{t,j,a} = S_{t-1,j,a} - x_{t-1,j,a}, \quad \forall j \in \mathcal{J}, t \in \mathcal{T}, u \in \mathcal{U}, \tag{5} \]

\[ x_{t,j,u} \leq S_{t,j,u}, \quad \forall j \in \mathcal{J}, t \in \mathcal{T}, u \in \mathcal{U}, \tag{6} \]

\[ \sum_{j \in \mathcal{J}} s_{j,r} \sum_{u \in \mathcal{U}} x_{t,j,u} \leq \eta_{r,t}, \quad \forall r \in \mathcal{R}, t \in \mathcal{T}, \tag{7} \]

\[ x_{t,j,u} \in \mathbb{Z}_+, \quad \forall j \in \mathcal{J}, t \in \mathcal{T}, u \in \mathcal{U}. \tag{8} \]

Constraints (3) to (5) stipulate that the waiting list variables are consistent. Constraint (3) determines the number of patients newly entering a queue. Constraint (4) updates the waiting list for the longest waiting patients per queue (which is bounded by \(U\)). Constraint (5) updates the waiting list variables at each time period for all \(u \in \mathcal{U}\) that are not covered by the first two constraints. Constraint (6) stipulates that not more patients are served than the number of patients on the waiting list. Constraint (7) assures that the resource capacity of each resource type \(r \in \mathcal{R}\) is sufficient to serve all patients. Constraint (8) is an integrality constraint for the number of patients to serve of each type at each time period.

The above ILP version does not incorporate the different forms of randomness that are apparent in the actual system, such as random patient arrivals and uncertainty in patient transitions to other queues. The ILP uses approximations in the form of the expectation for those processes. More specifically, \(\lambda_{i,t}\) and \(q_{j,i}\), \(i,j \in \mathcal{J}, t \in \mathcal{T}\) in Constraint 3 actually are parameters for stochastic processes. To capture all sources of random information, we introduce

\[ W_t = \text{The vector of random variables representing all the new information that becomes available between time } t - 1 \text{ and } t. \]

The vector \(W_t\) contains all the new information, which consists of new patient arrivals and outcomes for transitions between queues. We distinguish between exogeneous and endogeneous information in

\[ W_t = \left( \tilde{S}_t^e, \tilde{S}_t^o (x_{t-1}) \right), \quad \forall t \in \mathcal{T}, \]

where the exogeneous \(\tilde{S}_t^e = \left( \tilde{S}_{t,j,i}^e \right)_{j \in \mathcal{J}}\) represents the patient arrivals from outside the system, and the endogeneous \(\tilde{S}_t^o (x_{t-1}) = \left( \tilde{S}_{t,j,i}^o (x_{t-1}) \right)_{j \in \mathcal{J}}\) represents the patient transitions to other queues as a function of the decision vector \(x_{t-1}\). \(\tilde{S}_{t,j,i}^o (x_{t-1})\) gives the number of patients transferring from queue \(j \in \mathcal{J}\) to queue \(i \in \mathcal{J}\) at time \(t \in \mathcal{T}\), depending on the decision vector \(x_{t-1}\).
Assumptions 1 and 2 imply that the probability distribution (conditional on the decision) of future states only depends on the current state, and is independent of preceding states in preceding time periods. This means that the described process has the Markov property. We use this property in defining a transition function, $S_t^M$, to capture the evolution of the system over time as a result of the decisions and the random information.

$$S_t = S_t^M (S_{t-1}, x_{t-1}, W_t), \quad (9)$$

where

$$S_{t,j,0} = \hat{S}_{t,j} + \sum_{i \in J} \hat{S}_{t,i,j} (x_{t-1,i}) , \quad \forall j \in J, t \in T, \quad (10)$$

$$S_{t,j,u} = \sum_{u=U-1}^U (S_{t-1,j,u} - x_{t-1,j,u}) , \quad \forall j \in J, t \in T, \quad (11)$$

$$S_{t,j,u} = S_{t-1,j,u} - x_{t-1,j,u-1} , \quad \forall j \in J, t \in T, u \in U \setminus \{0, U\}, \quad (12)$$

are the stochastic counterparts of the first constraints (3) to (5) in the ILP formulation. The stochastic information is captured in (10). All arrivals in time period $t \in T$ to queue $j \in J$ from outside the system ($\hat{S}_{t,j}$) and from internal transitions ($\sum_{i \in J} \hat{S}_{t,i,j} (x_{t-1,i})$) are combined in (10).

We aim to find a policy (a decision function) to make decisions about the number of patients to serve at each queue. We represent the decision function by

$$X_t^\pi (S_t) = \text{A function that returns a decision } x_t \in X_t (S_t) \text{, under the policy } \pi \in \Pi.$$  

The set $\Pi$ refers to the set of potential decision functions or policies. $X_t$ denotes the set of feasible decisions at time $t$, which is given by

$$X_t (S_t) = \{ x_t | \begin{array}{l} x_{t,i,u} \leq S_{t,i,u}, \\ \sum_{j \in J} x_{j,t} \sum_{u \in U} x_{t,j,u} \leq \eta_{r,t} , \\ x_{t,j,u} \in \mathbb{Z}_+ \end{array} \forall i \in J, t \in T, u \in U, \forall r \in R, t \in T \}, \quad (13)$$

As given in (13), the set of feasible decisions in time period $t$ is constrained by the state space $S_t$ and the available resource capacity $\eta_{r,t}$ for each resource type $r \in R$. Our goal is to find a policy $\pi$, among the set of policies $\Pi$, that minimizes the expected costs over all time periods given initial state $S_0$. This goal is given in

$$\min_{\pi \in \Pi} \mathbb{E} \left\{ \sum_{t \in T} C_t (S_t, X_t^\pi (S_t)) | S_0 \right\}, \quad (14)$$

where $S_{t+1} = S_t^M (S_t, x_t, W_{t+1})$. Note that the description in (14) is in line with the ILP’s objective function in (2). The challenge is to find the best policy $X_t^\pi (S_t)$. 
Remark 3 Incorporated in the formulation of the model is the assumption that after a treatment decision \( x_t \) at the beginning of time \( t \), patients immediately generate waiting costs in the following queue (if they move on to a following care stage, and do not exit the system) after entering that queue in time period \( t + 1 \). In practice, after a treatment, a patient may require to wait a minimum time lag before a follow-up treatment can be initiated. The model can be extended to cover cases with time lags \( d_{i,j} \) (time lag in the transition from queue \( i \) to queue \( j \)) by allowing \( u \) to be negative in \( S_{t,j,u} \). For example, \( S_{t,j,-2} \) then indicates the number of patients that will enter queue \( j \) two time periods from now. Incorporating this time lag changes the system dynamics: patients with \( u < 0 \) cannot be served and we set \( C_{t,j,u}(S_{t,j,u}, x_{t,j,u}) = 0 \) for \( u < 0, \forall i \in \mathcal{J}, t \in \mathcal{T}, u \in \mathcal{U} \).

The various sets, indices, state descriptions and parameters that will be used in following sections are given in Table 1.

<table>
<thead>
<tr>
<th>Sets</th>
<th>Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{G} )</td>
<td>Care processes</td>
</tr>
<tr>
<td>( \mathcal{J} )</td>
<td>Queues</td>
</tr>
<tr>
<td>( \mathcal{T} )</td>
<td>Time periods</td>
</tr>
<tr>
<td>( \mathcal{R} )</td>
<td>Resource types</td>
</tr>
<tr>
<td>( \mathcal{U} )</td>
<td>Time periods (to indicate waiting time)</td>
</tr>
<tr>
<td>( \mathcal{J'} )</td>
<td>Queues for resource type ( r )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>State description</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{t,j,u} )</td>
<td>( S_t )</td>
<td>( c_{j,u} )</td>
</tr>
<tr>
<td>Number of patients to treat in queue ( j ) in time period ( t ), who have been waiting ( u ) time periods</td>
<td>State of the system at time period ( t )</td>
<td>Costs for queue ( j ) and ( u ) time periods waiting</td>
</tr>
<tr>
<td>( S_{t,j,u} )</td>
<td>( S_{t,j,u} )</td>
<td>( \lambda_{j,t} )</td>
</tr>
<tr>
<td>Number of patients in queue ( j ) in time period ( t ) with a waiting time of ( u )</td>
<td>Number of patients in queue ( j ) in time period ( t )</td>
<td>New demand in queue ( j ) in time period ( t )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \eta_{r,t} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Capacity of resource type ( r ) in time period ( t ) in time units</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( q_{i,j} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Probability that a patient moves from queue ( i ) to queue ( j )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( s_{j,r} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expected capacity requirements from resource type ( r ) for a patient in queue ( j ) in time units</td>
</tr>
</tbody>
</table>

Table 1 The sets, indices, variables, state description and parameters used.

3 Dynamic Programming

To solve the problem formulated in Section 2, we propose an exact DP approach. The DP approach is suitable due to the finite horizon of the problem, the decision dependent transitions of patients, and the randomness in patient arrivals and patient transitions. In the following, the DP approach is explained in detail. First, we state the optimality equation, and second, we elaborate the expectation in that optimality equation.
By the principal of optimality [1], we can find the optimal policy by solving

\[
V_t(S_t) = \min_{x_t \in X_t(S_t)} C_t(S_t, x_t) + \mathbb{E}\{V_{t+1}(S_{t+1}) | S_t, x_t, W_{t+1}\},
\]

where \( S_{t+1} = S^M(S_t, x_t, W_{t+1}) \) gives the state \( S_{t+1} \) as a function of the current state \( S_t \), the decisions \( x_t \), and the new information \( W_{t+1} \).

The optimal decision minimizes the value that is calculated with the value function \( V_t(S_t) \). In the value function, ‘direct’ costs are incurred for the decision in the current time period \( (C_t(S_t, x_t)) \), and ‘future’ costs reflect the expected costs in future time periods, as a result of the decision in the current time period \( (\mathbb{E}\{V_{t+1}(S_{t+1}) | S_t, x_t, W_{t+1}\}) \). The expectation of the ‘future’ costs is based on the probability distribution for the arrival of new patients and the transitions of all treated patients in the decision vector \( x_t \) of the current time period.

As a next step, we specify the expectation in (15). We introduce the vector \( w \), consisting of elements \( w_j \), representing the number of patients leaving queue \( j \), for all \( j \) in \( J \) and arriving from outside the system \((w_0)\). To administer all possible transitions, we introduce the elements, \( w_{ij} \), representing a realization for the number of patients that are transferred from queue \( i \) to queue \( j \) after service at queue \( i \). \( w_{0j} \) represents the realization of the number of external arrivals at queue \( j \). \( w_{00} \) represents the number of patients leaving the hospital after treatment at queue \( j \). In addition, we introduce the vector \( w' \), which represents a realization of the number of patients arriving at each queue. The element \( w'_j \) represents the number of patients arriving at queue \( j \).

Note that under Assumption 1, the transition process follows a multinomial distribution with the parameters \( q_{j,i} \) with \( i, j \in J \), and \( q_{j,0} = 1 - \sum_{i \in J} q_{j,i} \) for patients leaving the hospital. Enumerating the product of the probability and value associated with all possible outcomes of \( w' \), establishes the expectation in (15):

\[
V_t(S_t) = \min_{x_t \in X_t(S_t)} C_t(S_t, x_t) + \sum_{w'} P(w'|x_t)V_{t+1}(S_{t+1}|S_t, x_t, w'),
\]

and from [2], we obtain

\[
P(w'|x_t) = \sum_{w_0=0}^{\infty} P(w_0) \times \prod_{i=0}^{\|J\|} \left( \frac{w_i}{w_0, \ldots, w_i, J} \right) \prod_{j=0}^{\|J\|} P_{i,j},
\]

where

\[
\begin{align*}
& w_{ij}, i = 0, \ldots, |J|, j = 0, \ldots, |J| : \\
& w_{ij} \geq 0, w_{ij} = 0 \text{ if } p_{i,j} = 0, w_{00} = 0, \\
& w_j = \sum_{i \in J} x_{t,j,i}, j = 1, \ldots, |J|, \\
& \sum_{j=0}^{\|J\|} w_{ij} = w_j, i = 0, \ldots, |J|, \\
& \sum_{i=0}^{\|J\|} w_{ij} = w'_j, j = 0, \ldots, |J|
\end{align*}
\]
With Assumption 2, we obtain

\[ P(w_0) = \frac{\lambda_{0,t}}{w_0!} e^{-\lambda_{0,t}}, \quad \text{with} \quad \lambda_{0,t} = \sum_{j=1}^{\vert\mathcal{J}\vert} \lambda_{j,t}, \]

and

\[ p_{i,j} = \begin{cases} q_{i,j}, & \text{when } i = 1, \ldots, |\mathcal{J}|, j = 0, \ldots, |\mathcal{J}|, \\ \frac{\lambda_{j,t}}{X_{i,j}}, & \text{when } i = 0, j = 1, \ldots, |\mathcal{J}|, \\ 0, & \text{when } i = 0, j = 0. \end{cases} \]

Using existing techniques, such as value iteration and backward dynamic programming, (15) can be solved to optimality. Proof of the existence of optimal solutions is given in [17].

The exact DP solution method can be used to calculate small instances. These instances particularly do not reflect the complexity and size of a real-life sized instance in a hospital. Computing the exact DP solution is generally difficult and possibly intractable for large problems due to three reasons: (i) The state space \( S(t) \) for the problem may be too large to evaluate the value function \( V_t(S_t) \) for all states within reasonable time, (ii) the decision space \( X(S_t) \) may be too large to find a good decision for all states within reasonable time, and (iii) computing the expectation of ‘future’ costs may be intractable when the outcome space is large. The outcome space is the set of possible states in time period \( t + 1 \), given the state and decision in time period \( t \). Its size is driven by the random information on the transitions of patients between queues and the external arrivals.

Using dynamic programming to solve real-life size instances of the tactical planning problem seems intractable. To illustrate this, suppose that \( S_{\text{max}} \) gives the max number of patients per queue and per number of time periods waiting. The number of states is then given by

\[ S_{\text{max}}^{(\mathcal{J})} \cdot |\mathcal{U}|. \]

Consider a system of 8 care processes with an average of 5 stages, resulting in 40 queues, and a maximum number of time periods waiting set to 4. For such a system, the resulting number of states is \( S_{\text{max}}^{40 \times 4} = S_{\text{max}}^{160} \), which is intractable for DP for any \( S_{\text{max}} > 1 \). Note that in a practical instance at a hospital, \( S_{\text{max}} \) may be very large, e.g., \( S_{\text{max}} \geq 20 \). Additional complexity is added by a large decision space. Assume that in the same system, there is resource capacity available to treat 30 patients in total in one time period. If we assume that they can be treated at 40 queues in the system and that all available resource capacity must be used, this is the same as dividing 30 items over 40 bins. Hence, there are already \( \binom{40 + 32 - 1}{40 - 1} = \binom{71}{39} = 1.6 \cdot 10^{20} \) different decisions to evaluate when we are only looking at all decisions that use up maximum resource capacity. In addition, the outcome space may be large, caused by the large number of possible outcomes for the stochastic processes of patient transitions between queues and patient arrivals at each queue.
4 Approximate Dynamic Programming

Various alternatives exist to overcome the intractability problems with DP like mentioned in Section 3. The problem size can for example be reduced by aggregating information on resource capacities, patients, and/or time periods. We propose an innovative solution approach within the frameworks of ADP and mathematical programming, which can be used to overcome all three mentioned reasons for intractability of DP for large instances. Our solution approach is based on value iteration with an approximation for the value functions. In this section, we explain this approach in more detail.

First, we discuss the use of a ‘post-decision’ state as a single approximation for the outcome state. Second, we introduce the method to approximate the value of a state and decision, and third, we explain how we use a ‘basis functions’ approach in the algorithm to approximate that value. This combination uses an approximation for the expectation of the outcome space, thereby reducing complexity significantly. It also enables calculating the value state by state, making the necessity to calculate the entire state space at once, which was the primary reason of intractability of the exact DP approach, obsolete. Fourth, we explain how we overcome the large decision space for large problem instances with an ILP.

4.1 Post-decision state

To avoid the problem of a large outcome space and the intractable calculation of the expectation of the ‘future’ costs, we use the concept of a post-decision state $S_t^x$ [16]. The post-decision state is the state that is reached, directly after a decision has been made, but before any new information $W_{t+1}$ has arrived. It is used as a single representation for all the different states the system can be in the following time period, and it is based on the current pre-decision state $S_t$ and the decision $x_t$. This simplifies the calculation or approximation of the ‘future’ costs.

The stochastic transitions and external arrivals, captured in $W_{t+1}$, follow after the post-decision state $S_t^x$ in time period $t$ and before the pre-decision state $S_{t+1}$ of time period $t+1$. The transitions take place as follows. In addition to the transition function (9), which gives the transition from pre-decision state $S_t$ to pre-decision state $S_{t+1}$, we introduce a transition function $S^{M,x}(S_t, x_t)$, which gives the transition from the pre-decision state $S_t$ to the post-decision state $S_t^x$. This function is given by:

$$S_t^x = S^{M,x}(S_t, x_t), \tag{16}$$
with
\[ S_{t,j,0}^x = \sum_{i \in I} \sum_{u \in U} q_{i,j} x_{t,i,u} \quad \forall j \in J, t \in T \] (17)
\[ S_{t,j,U}^x = \sum_{u=U-1}^{U} (S_{t,j,u}^x - x_{t,j,u}) \quad \forall j \in J, t \in T \] (18)
\[ S_{t,j,u}^x = S_{t,j,u-1}^x - x_{t,j,u-1} \quad \forall j \in J, t \in T, u \in U \setminus \{0, U\} \] (19)

The above constraints are in line with the stochastic transitions between two states in (9) to (12). The transition in (16) to (19) is based on the path that patients follow after treatment. There are two differences with the ILP formulation in (2) to (8). The post-decision state is in the same time-period \( t \) as the pre-decision state, and the external arrivals to the system are not included in this formulation, as they are not a result of the decision that is taken. Note that the post-decision state is a direct image of the pre-decision state \( S_t \) and the decision \( x_t \).

The actual realizations of new patient arrivals and patient transitions will occur in the transition from the post-decision state in the current time period to the pre-decision state in the next time period. Note that (16) can be adapted to include pre-defined priority rules like always treating patients with longest waiting times before selecting others within the same queue. This rule is used in our computational experiments as well. For the remainder of this paper, whenever we use the word ‘state’, we are referring to the pre-decision state.

We rewrite the DP formulation in (15) as
\[ V_t(S_t) = \min_{x_t \in X_t(S_t)} (C_t(S_t, x_t) + V_t^x(S_t)) \]
where the value function of the post-decision state is given by
\[ V_t^x(S_t) = \mathbb{E} \{ V_{t+1}(S_{t+1}) | S_t \} \] (20)

To reduce the outcome space for a particular state and decision, we replace the value function for the ‘future costs’ of the post-decision state \( V_t^x(S_t) \) with an approximation based on the post-decision state. We denote this approximation by \( \tilde{V}_t^x(S_t) \), which we are going to learn iteratively, with \( n \) being the iteration counter.

We now have to solve
\[ \tilde{x}_t^n = \arg \min_{x_t \in X_t(S_t)} \left( C_t(S_t, x_t) + \tilde{V}_t^{n-1}(S_t) \right) \] (21)
which gives us the decision that minimizes the value \( \tilde{V}_t^n \) for state \( S_t \) in the \( n \)-th iteration. The function \( \tilde{V}_t^n \) is given by
\[ \tilde{V}_t^n = \min_{x_t \in X_t(S_t)} \left( C_t(S_t, x_t) + \tilde{V}_t^{n-1}(S_t) \right) \] (22)

Note that \( \tilde{V}_t^{n-1}(S_t) = 0 \) is equivalent to having a standard myopic strategy where the impact of decisions on the future is ignored.
After making the decision $\tilde{x}_n^t$ and finding an approximation for the value in time period $t$ (denoted by $\hat{v}_n^t$), the value function approximation $V_n^{t-1}(S_{t-1}^x)$ can be updated. We denote this by

$$V_n^{t-1}(S_{t-1}^x) \leftarrow U \left( V_n^{t-1}(S_{t-1}^x), S_{t-1}^x, \hat{v}_n^t \right). \tag{23}$$

In (23), we update the value function approximation for time period $t-1$ in the $n$-th iteration with the ‘future’ cost approximation for time period $t-1$ in the $n-1$-th iteration, the post-state of time period $t-1$, and the value approximation for time period $t$. The objective is to minimize the difference between the ‘future’ cost approximation for time period $t-1$ and the approximation $\hat{v}_n^t$ for time period $t$ with the updating function, as $n$ increases. This is done by using the algorithm presented in the following section.

4.2 The ADP algorithm

We solve (21) recursively. Starting with a set of value function approximations and an initial state vector in each iteration, we sequentially solve a subproblem for each $t \in \mathcal{T}$, using sample realizations of $W_t$, which makes it a Monte Carlo simulation. In each iteration, we update and improve the approximation of ‘future’ costs with (23). Consecutively, the subproblems are solved using the updated value function approximations in the next iteration. This is presented in Algorithm 4.

**Algorithm 4** *The Approximate Dynamic Programming algorithm*

1. **Initialization**
   - Step 0a. Choose an initial approximation $V_0^t(S_t)$ for all $t \in \mathcal{T}$ and $S_t$.
   - Step 0b. Set the iteration counter, $n = 1$, and set the maximum number of iterations $N$.
   - Step 0c. Set the initial state to $S_1$.

2. **Do for $t = 1, \ldots, |\mathcal{T}|$:**
   - Step 1a. Solve (21) to get $\tilde{x}_t$.
   - Step 1b. If $t > 1$, then update the approximation $V_{t-1}^n(S_{t-1}^x)$ for the previous post-decision $S_{t-1}^x$ state using
     $$V_{t-1}^n(S_{t-1}^x) \leftarrow U \left( V_{t-1}^{n-1}(S_{t-1}^x), S_{t-1}^x, \hat{v}_n^t \right)$$
     where $\hat{v}_n^t$ is the resulting value of solving (22).
   - Step 1c. Find the post-decision state $S_t^x$ with (16) to (19).
   - Step 1d. Obtain a sample realization $W_{t+1}$ and compute the new pre-decision state with (9).

3. **Increment** $n$. If $n \leq N$ go to Step 1.

4. **Return** $V_N^t(S_t^x)$, $\forall t \in \mathcal{T}$. 
Using the approximation $V^N_t (S_t^x)$, for all $t \in T$, we can approximate the value of a post-decision state for each time period. With these approximations, we can find the best decision for each time period and each state, and thus develop a tactical resource capacity and patient admission plan for any given state in any given time period. The difference with the exact DP approach is not only that we now use an value function approximation for the ‘future costs’, but also that we do not have to calculate the values for the entire state space.

The current set-up of the ADP algorithm is single pass. This means that at each step forward in time in the algorithm, the value function approximations are updated. As the algorithm steps forward in time, it may take many iterations, before the costs incurred in later time periods are correctly transferred to the earlier time periods. To overcome this, the ADP algorithm can also be used with a double pass approach [16], where the algorithm first simulates observations and computes decisions for all time periods in one iteration, before updating the value function approximations. This may lead to a faster convergence of the ADP algorithm. We test the use of double pass versus single pass in Section 6. More details on double pass can be found in [16].

4.3 Basis function approach

The main challenge is to design a proper approximation for the ‘future’ costs $V^u_t (S_t^x)$ that is computationally tractable and provides a good approximation of the actual value to be able to find a suitable solution for the optimization problem of (21). There are various strategies available. A general approximation strategy that works well when the state space and outcome space are large, which generally will be the case in our formulated problem as discussed earlier in this section, is the use of basis functions. We explain the strategy in more detail below.

An underlying assumption in using basis functions is that particular features of a state vector can be identified, that have a significant impact on the value function. Basis functions are then created for each individual feature that reflect the impact of the feature on the value function. For example, we could use the total number of patients waiting in a queue and the waiting time of the longest waiting patient as two features to convert a post-state description to an approximation of the ‘future’ costs. We introduce

$$F = \text{set of features},$$

$$\phi_f (S_t) = \text{basis function for the feature } f \in F \text{ for the state } S_t.$$  

We now define the value function approximations as

$$V^u_t (S_t^x) = \sum_{f \in F} \theta^u_{t} \phi_f (S_t^x), \quad \forall t \in T,$$  

(24)
where $\theta^n_f$ is a weight for each feature $f \in \mathcal{F}$, and $\phi_f(S^n_x)$ is the value of the particular feature $f \in \mathcal{F}$ given the post-decision state $S^n_x$. The weight $\theta^n_f$ is updated recursively and the iteration counter is indicated with $n$. Note that (24) is a linear approximation, as it is linear in its parameters. The basis functions themselves can be nonlinear [16].

Features are chosen that are independently separable. In other words, each basis function is independent of the other basis functions. For our application, we make the assumption that the properties of each queue are independent from the properties of the other queues, so that we can define basis functions for each individual queue that describe important properties of that queue. Example features and basis functions are given in Table 3, and we will discuss our selection of basis functions, based on a regression analysis, in Section 6.

In each iteration, the value function approximations are updated, as given in (23). In the features and basis functions approach, this occurs through the recursive updating of $\theta^n_f$. Several methods are available to update $\theta^n_f$ after each iteration. An effective approach is the recursive least squares method, which is a technique to compute the solution to a linear least squares problem [16]. Two types of recursive least squares methods are available. The least squares method for nonstationary data provides the opportunity to put increased weight on more recent observations, whereas the least squares method for stationary data puts equal weight on each observation.

The method for updating the value function approximations with the recursive least squares method for nonstationary data follows from [16] and is given in Appendix 8.2. In this method, the parameter $\alpha^n$ determines the weight on prior observations of the value. Setting $\alpha^n$ equal to 1 for each $n$ would set equal weight on each observation, and implies that the least squares method for stationary data is being used. Setting $\alpha^n$ to values between 0 and 1 decreases the weight on prior observations (lower $\alpha^n$ means lower weight). We define the parameter $\alpha^n$ by

$$\alpha^n = \begin{cases} 1 & \text{stationary} \\ 1 - \frac{\delta_n}{n} & \text{nonstationary} \end{cases}, \text{ where } n = 1, 2, ..., N. \quad (25)$$

where $1 - \frac{\delta_n}{n}$ is a function to determine $\alpha_n$ that works well in our experiments. We come back to setting $\alpha^n$ (and $\delta$) in Section 6.1.

4.4 ILP to find a decision for large instances

In small, toysized problem instances, enumeration of the decision space to find the solution to (21) is possible. For real-life sized problem instances, this may become intractable, as explained in Section 3. In this case, we require an alternative strategy to enumeration. In case the basis functions are chosen to be linear with regards to the decision being made (or the resulting post-state description), we can apply ILP to solve (21). The ILP formulation is given in Appendix 8.1, and will be used in Section 6.3.
This concludes our theoretical explanation of our solution approach incorporating ADP and ILP. We have formulated an algorithm, an approximation approach involving features to estimate the ‘future’ costs, a method to update the approximation functions based on new observations, and an ILP formulation to determine the decisions. In the next section, we explain how these methods can be used to develop tactical plans.

5 Managerial implications

In the previous section, we developed the ADP algorithm to find the feature weights for the value function approximation. In this section we will explain how this ADP approach can be used to establish the tactical plans.

The ADP approach can be used to establish long-term tactical plans (e.g., three month periods) for real-life instances in two steps. First, \(N\) iterations of the ADP algorithm have to be performed to establish the feature weights for each time period \(t \in T\). Implicitly, by determining these feature weights, we obtain and store the value functions as given by (22) and (24) for each time period. Second, these value functions can be used to determine the tactical planning decision for each state and time period by enumeration of the decision space or the ILP as introduced in Section 4.4. In the next paragraph, we explain this in more detail.

For each time period in the time horizon, the value function approximations from the ADP approach are used to establish a tactical planning decision. State transitions are calculated by using the state in the current time period, the decision calculated with the value function approximations, the the expected number of patient arrivals and patient transfers between the queues. Subsequently, the value function approximations are used to determine the tactical planning decision for the new state in the following time period. This is repeated for all successive time periods until the end of the time horizon. The procedure may result in noninteger values for the post-state description, due to the patient transfer probabilities. To implement a tactical planning decision, it requires integer values for the number of patients to be served from each queue. While the ADP-model can contain noninteger values for each entry \((u \in U)\) in the waiting lists and the tactical planning decision, the integer restriction is on the total number of patients to be served from each queue (summed over all \(u \in U\) for one queue), like explained in [10]. In case only very few patients are included in the system, causing many queues to have 0 or 1 patient, developing a rounding procedure can be beneficial to ensure integer transfers between queues to obtain integer post-decisions states.

The actual tactical plan is implemented using a rolling horizon approach, in which for example tactical plans are developed for three consecutive months, but only the first month is actually implemented and new tactical plans are developed after this month. The rolling horizon approach is recommended for two reasons. First, the finite horizon approach, apart from the benefits it provides to model time dependent resource capacities and patient demand
for example, may cause unwanted and short-term focused behavior in the last

time periods. Second, recalculation of tactical plans after several time periods

have passed, ensures that the most recent information on actual waiting lists,

patient arrivals, and resource capacities is used. As time progresses during the

execution of a tactical plan, more information becomes available on the actual

realized number of patient arrivals and patient transfers between queues. This

information can be used to align the tactical plan with the actual state of

the system. The updated tactical planning decision can be calculated with

the existing value function approximations and the actual state of the system.

If resource requirements, resource capacities, arrival probabilities, or transfer

probabilities change, the value functions have to be recalculated using the

ADP algorithm.

In the following section, we will determine the features and various other

settings for the ADP algorithm, and discuss the algorithm’s performance for

small and large instances.

6 Computational results

In this section, we test the ADP algorithm developed in Section 4. One of

the methods prescribed by [16] is to compare the values found with the ADP

algorithm with the values that result from the exact DP solution for small

instances. We will use this method in Sections 6.1 and 6.2. In Section 6.3,

we study the performance for large instances, where we compare the ADP

algorithm with ‘greedy’ planning approaches to illustrate its performance. We

first discuss setting for the ADP algorithm in Section 6.1.

6.1 Settings for the ADP algorithm

In this section, we use information from the DP solution to set the basis

functions and the parameters for the ADP algorithm. The DP recursions and

the ADP algorithm are programmed in Delphi, and for the computational

experiments we use a computer with an Intel Core Duo 2.00 GHz processor

and 2GB RAM.

First, we explain the parameters used for the problem instance to calculate

the exact DP solution. Second, we explain the selected basis functions, and

third, we explain general settings for the ADP algorithm.

6.1.1 Parameter settings

Some settings in the ADP algorithm, such as the basis functions and dou-

ble pass or single pass, can be analyzed by comparing the results from the

ADP approach with the results from the exact DP approach. The values of

the DP can be calculated for extremely small instances only, due to the high

dimensions in states and the expectation of the future value in the tactical
planning problem. Only for these small instances, we have the opportunity to compare the ADP approximation with the exact DP values. We do not compare the calculated decision policies from both methods, but compare the obtained values. This comparison provides a clear evaluation of the quality of the approximation in the ADP approach for small instances. Since we use exactly the same ADP algorithm for small and real-life sized large instances, this also provides a strong indication of the quality of the approximation accuracy of the ADP approach for large instances (for which we cannot calculate the exact DP value).

For our experiments with small problems in this section, we use the following instance. The routing probabilities \( q_{i,j} \) are: \( q_{1,2} = 0.8, q_{2,3} = 0.8, q_{1,1} = q_{2,1} = q_{2,2} = q_{3,1} = q_{3,2} = q_{3,3} = 0 \). Hence, a patient that is served at Queues 1 or 2 exits the system with probability 0.2, and a patient that is served at Queue 3 will always exit the system. Since there are 3 queues and there are 2 periods that a patient can wait: 0 and 1 time period, the state description for a time period \( t \) becomes: \([S_t, 1, 0], S_t, 1, 1, S_t, 2, 0, S_t, 2, 1, S_t, 3, 0, S_t, 3, 1] \). The exact DP-problem is restricted by limiting the number of patients that can be waiting in each queue to 7. The state holding the most patients is thus \([7, 7, 7, 7, 7, 7] \). If there are transitions or new arrivals that result in a number greater than 7 for a particular queue and waiting time, the number for that particular entry is set to 7. So if, after transitions, we obtain a State \([3, 1, 6, 7, 5, 4] \), this state is truncated to \([3, 1, 6, 7, 5, 4] \). In the same way, the states in the ADP are also restricted for comparison, even though this is not necessary. For large instances, when comparison with an exact DP solution is impossible, this state truncation method is not used. The state truncation may affect the ADP-approximation slightly, as it introduces nonlinearity around the edges of the state space. Using the number of time periods, the truncated state space, the number of queues, and the maximum number of time periods waiting, there are \( 8 \cdot 8 \cdot 3 \cdot 2 = 2,097,152 \) states in total. The weights \( \theta^n \) in the value function approximations are initialized to \( \theta^0 = 1 \) for all time periods, and the matrix \( B^0 = \epsilon I \) as explained in Section 8.2. All other parameters are given in Table 2.

6.1.2 Selection of basis functions

In Section 4, we introduced basis functions to approximate the future value of a particular decision in a particular state. Basis functions are used because of their relative simplicity. The selection of the features however, requires careful design. The challenge in this careful design is to make sure the choice of basis functions actually contributes to the quality of the solution. The basis functions can be observed as independent variables in the regression literature [16]. Hence, to select a proper set of basis functions that have significant impact on the value function, we use a regression analysis. In the regression analysis, the dependent variables are the computed values in the exact DP approach for the first time period, and the independent variables are the basis functions calculated from the state description.
Parameter Description Used values for testing
---
$T$ The number of time periods $8, \mathcal{T} = \{1, 2, \ldots, 7, 8\}$
$R$ The number of resource types $1$
$G$ The number of care processes $1$
$e_g$ The number of stages in each care process $3, \mathcal{J} = \{1, 2, 3\}$
$U$ The number of periods waiting $2, \mathcal{U} = \{0, 1\}$
$s_{j,r}$ Expected service time from resource type $r \in \mathcal{R}$ for a patient in queue $j \in \mathcal{J}$ in time units $1$
$\eta_{r,t}$ Resource capacity for resource type $r \in \mathcal{R}$ in time $t \in \mathcal{T}$ in time units $6$
$\lambda_{1,t}$ Poisson parameter for new demand in the Queue 1 in time period $t \in \mathcal{T}$ $5$
$C_{t,j,u}$ Costs per patient waiting in a queue $j \in \mathcal{J}$, for $u \in \mathcal{U}$ time periods, in time period $t \in \mathcal{T}$ $\frac{(u + 1)}{J}$

Table 2 The parameters that characterize the test instance.

Table 3 shows the regression results on various basis functions. The $R^2$ depicts the variation in the value that is explained by a regression model that uses the features as mentioned in the table as independent variables. The higher $R^2$, the better suitable the basis functions are for predicting (and thus approximating) the value. One can observe that the features with high level of detail about the state description score significantly better (are higher in the ordered table). Obviously, in addition to the basis functions in Table 3, a significant number of alternatives are available.

For our ADP-model, we choose to use the features ‘The number of patients in queue $j$ that are $u$ periods waiting’ from the list in Table 3. These basis function explain a large part of the variance in the computed values with the exact DP approach ($R^2 = 0.954$), and the basis functions can be straightforwardly obtained from the state or post-state description. We choose these functions as they seize the highest level of detail on the state description, and therefore are likely to provide high quality approximations. In case there is no independent constant in the set of predictors $\mathcal{F}$ in a linear regression model, the model is forced to go through the origin (all dependent and independent variables should be zero at that point). This may cause a bias in the predictors. To prevent this bias, we add a constant term as one of the elements in $\mathcal{F}$. The feature weight $\theta_{\mathcal{F}}$ may vary, but the feature value $\phi_{\mathcal{F}}(S_t^\mathcal{F})$ of this constant is always 1, independent of the state $S_t^\mathcal{F}$.

6.1.3 Double pass

In Section 4 we introduced the possible use of double pass, where the algorithm first steps through all time periods before updating the value functions. Our experiments confirm that double pass leads to faster convergence of the ADP algorithm than single pass.
Table 3 The basis functions and their $R^2$ regression on the given value function. In each regression, a constant is added as a variable. All $R^2$ values are obtained with significance of 0.000, indicating a good fit of the model. The third column ‘# vars’ indicates the number of variables when the particular basis function is used.

<table>
<thead>
<tr>
<th>Features</th>
<th>Basis functions</th>
<th># vars</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of patients in queue $j$ that are $u$ periods waiting</td>
<td>$S_{t,j,u}, \forall j \in \mathcal{J}, \forall u \in \mathcal{U}, t = 1$</td>
<td>$</td>
<td>\mathcal{J}</td>
</tr>
<tr>
<td>Combination of the total number of patients in queue $j$ and the sum of the number of time periods all patients are waiting in queue $j$</td>
<td>$\sum_{u=0}^{U} S_{t,j,u}$ and $\sum_{u=0}^{U} u \cdot S_{t,j,u}$, $\forall j \in \mathcal{J}, t = 1$</td>
<td>$2 \times</td>
<td>\mathcal{J}</td>
</tr>
<tr>
<td>Combination of the total number of patients in queue $j$ and the longest waiting time currently in queue $j$</td>
<td>$\sum_{u=0}^{U} S_{t,j,u}$ and $\max_{u \in \mathcal{M}} S_{t,j,u}$, $\forall j \in \mathcal{J}, t = 1$</td>
<td>$2 \times</td>
<td>\mathcal{J}</td>
</tr>
<tr>
<td>The total number of patients in queue $j$</td>
<td>$\sum_{u=0}^{U} S_{t,j,u}$, $\forall j \in \mathcal{J}, t = 1$</td>
<td>$</td>
<td>\mathcal{J}</td>
</tr>
<tr>
<td>The sum of the number of time periods all patients are waiting in queue $j$</td>
<td>$\sum_{u=0}^{U} u \cdot S_{t,j,u}, \forall j \in \mathcal{J}, t = 1$</td>
<td>$</td>
<td>\mathcal{J}</td>
</tr>
<tr>
<td>The longest waiting time currently in queue $j$</td>
<td>$\max_{u \in \mathcal{M}} S_{t,j,u}, \forall j \in \mathcal{J}, t = 1$</td>
<td>$</td>
<td>\mathcal{J}</td>
</tr>
<tr>
<td>The average waiting time in queue $j$</td>
<td>$\sum_{u=0}^{U} u \cdot S_{t,j,u}, \forall j \in \mathcal{J}, t = 1$</td>
<td>$</td>
<td>\mathcal{J}</td>
</tr>
</tbody>
</table>

To illustrate the effect, we compare the values from the exact DP solution with the found ADP values for 5000 randomly generated states. The ADP algorithm uses the recursive least squares method for nonstationary data, with $\delta = 0.95$ in (25). To evaluate the speed of the ADP algorithm, we display the number of iterations required until the algorithm is within 5% of the DP value, so either 95% or 105% of the DP value for a particular state. The average number of iterations before the ADP value is within 5% of the DP value for the 5000 states is 1131.0 when double pass is not used, and 100.3 when double pass is used. Hence, double pass is a significantly faster method to get an accurate approximated value. This effect can also be observed in Figure 1 for a single state. Also for other values of $\delta$ in (25), we find that the use double pass leads to faster convergence to the DP value. For the remainder of our experiments, we use double pass.

6.1.4 Setting $\alpha$

The parameter $\alpha$ is set in (25). When $\alpha = 1$ is chosen, the recursive least square method for stationary data is selected, and equal weight is given to each
observation. Because the ADP algorithm is initialized with given arbitrary weights for $\theta^n$ and $B^n$, there is a ‘warm-up period’ before the weights are properly iterated and getting closer to the actual value. Hence, it seems useful to put less emphasis on the first observations, and more emphasis on later ones. To achieve this the recursive least squares method for nonstationary data is used, as explained in Section 4.3.

To find a good value for $\delta$, we compare the values from the exact DP solution with the found ADP values for 5000 randomly generated states. We compare the number of iterations required until the algorithm is within 5% of the DP value, and the average difference between the ADP value and the DP value ((ADP value - DP value)/DP value) for various settings of $\delta$. Figure 2 shows the results of these experiments. Note that $\delta$ cannot be equal to 1, because this would result in $\alpha^1 = 0$ and a division by 0 in (8.2) in the first iteration.

The recursive least squares method for stationary data requires 83 runs to reach a value within 5% of the DP value, and has an average difference of 2.2% (standard deviation of 2.7%) after 2500 iterations. The recursive least squares method for nonstationary data achieves similar average difference, but in fewer iterations. We explain the results for the recursive least square method for nonstationary data below.

The left side of Figure 2 shows that when $\delta$ is closer to 1 (and $\alpha^1$ is close to 0), the number of iterations required to reach a value within 5% of the DP value is significantly lower. This is due to the structure of (25), where a higher $\delta$ causes a lower $\alpha$, which puts less emphasis on prior observations. In the first iteration, the prior observations are initializations, done by the modeler and independent of the instance or state. Hence, a ‘warm-up period’ is required to ‘forget’ the initializations and approximate the actual values.
From the experiments it is clear that setting $\delta \geq 0.6$ decreases the warm-up period significantly, and results in stable performance on the average and standard deviation of the difference. Setting $\delta \leq 0.5$ results in unstability in the matrix operations of the nonstationary least squares method, resulting in strongly decreasing average difference (resulting in longer runtimes required to get to proper results). We obtain even more stringent conclusions if we observe the results for average and standard deviation of the difference: 200 iterations after the ADP algorithm finds values within 5% of the DP value. It appears that $\delta \geq 0.8$ gives the best results. Note that with the division of $\delta$ by the iteration number $n$ in (25), $\alpha$ increases fast. After 10 iterations, $\alpha = 0.901$, with $\delta = 0.99$.

From the above it is clear that setting $\delta = 0.99$ results in stable, relatively good performance. For the remainder of our experiments, we use this setting which approximates the DP value within 5% in an average of 46.1 iterations and accurately with an average difference with the DP value of 1.9% and standard deviation of this difference of 2.8% after 2500 iterations for 5000 states.

6.2 Comparison of ADP, DP and greedy approaches for small instances

In this section, the values calculated with the ADP approach are compared with the exact DP solution and two greedy approaches.

6.2.1 Convergence of the ADP algorithm

We have calculated the ADP-algorithm for 5000 random states and found that the values found with the ADP algorithm and the value from the exact DP
solution converge. For these 5000 random states, there is an average deviation between the value approximated with the ADP algorithm and the value calculated with the exact DP approach of 2.51%, with standard deviation 2.90%, after 500 iterations. This means the ADP algorithm finds slightly larger values on average than the exact DP approach. This may be caused by the truncated state space, as explained in Section 6.1.1.

For two initial states, Figure 3 illustrates that the calculated values with the ADP-algorithm (with $\delta = 0.99$ and double pass) converge to the values calculated with the exact DP approach as the number of iterations grow. In the first iterations, the ADP-values may be relatively volatile, due to the low value for $\alpha$ and thus the high impact of a new observation on the approximation. When the number of iterations increases, the weight on prior observations increases as $\alpha$ increases in (25), and the ADP approximations become less volatile.

![Fig. 3 Example for two initial states. The values approximated with the ADP algorithm (with $\delta = 0.99$ and double pass) converge to the values from the exact DP approach.](image)

The calculation time of the ADP algorithm is significantly lower than the calculation of the exact DP solution. Obtaining the DP solution requires over 120 hours. Calculating the ADP solution for a given initial state (with $N = 500$) takes on average 0.439 seconds, which is 0.0001% of the calculation time for the exact DP solution. Obviously the calculation times depend on the used computation power, but these results indicate that solving a toy problem with the exact DP approach is already very time intensive, and solving such a problem with the ADP approximative approach is significantly faster.
6.2.2 Comparing the use of the feature weights, with DP and two greedy approaches

In the sections above, we have evaluated the performance of the ADP algorithm to find the feature weights. After the ADP algorithm has established the feature weights $\theta^*$ that accurately approximate the value associated with a state and a decision, these weights for all time periods are fixed and used to calculate planning decisions for each time period, like explained in Section 5. In this section, we evaluate the accuracy of the ADP approach by comparing the values obtained with the ADP approach, the DP approach, and two greedy approaches.

The two greedy approaches are rules that can be used to calculate a planning decision for a particular state and time period. We call the two approaches ‘HighestNumberOfWaitingPatientsFirst’ and ‘HighestCostsFirst’. In the greedy approach ‘HighestNumberOfWaitingPatientsFirst’, the queue with the highest number of waiting patients is served until another queue has the highest number of waiting patients, or until resource capacity constraints do not allow serving another patient of this queue anymore. After that, the next highest queue is served in the same way, until all queues are served and/or resource capacity constraints do not allow serving another patient anymore. In the greedy approach ‘HighestCostsFirst’, the queue with the highest costs (calculated with the cost function and the state description) is served until another queue has the highest costs, or until resource capacity constraints do not allow serving another patient of this queue anymore. After that, the next highest queue is served in the same way, until all queues are served and/or resource capacity constraints do not allow serving another patient anymore. The ADP approach and the two greedy approaches can be used to calculate a tactical plan for a complete time horizon, following the steps explained in Section 5.

To compare the value calculated with the four approaches, we calculate a planning decision for each separate time period as follows. As a first step, we generate an initial state for the first time period in time horizon $T$. We can find the exact DP value associated with this initial state from the already calculated DP solution. To establish the values for the ADP approach and the two greedy approaches, we use simulation as follows. We use the value function approximations from the ADP approach and the described methods from the greedy approaches, to establish a planning decision for the chosen initial state in the first time period. Then simulate the outcomes for patient transfers and patient arrivals. This leads to a particular state in the following time period for which we can establish the planning decision using the ADP approach and greedy approaches. These steps are repeated until the end of the time horizon $T$. We sum the values associated with each state in each time period in the time horizon $T$, to obtain the value for the initial state in the first time period. These values are then compared between the different approaches. By following this method, we can properly evaluate and compare the ADP approach in a wide range of possible outcomes for patient transfers.
and patient arrivals. When one aims to establish a tactical plan for a complete time horizon upfront, the random patient transfers and patient arrivals are replaced by the expectation for these processes, as explained in Section 5.

We randomly choose a set of 5000 initial states, that we each simulate with 5000 sample paths for the ADP approach and the two greedy approaches. We calculate the relative difference with the DP value for each of the 5000 initial states. Figure 4 displays the average over all initial states. The graph illustrates that the ADP approach provides a relatively accurate approximation for the value of a particular state, and the approximation is significantly better than two greedy approaches. The value resulting from the policy (the value function approximations) obtained with the ADP approach is very close to the values obtained with the optimal policy (found with the exact DP approach). Consequently, the fast and accurate ADP approach is very suitable to determine tactical planning decisions for each time period, and thus to establish a tactical plan for a complete time horizon following the steps explained in Section 5.

These results indicate that the ADP algorithm is suitable for the tactical resource capacity and patient admission planning problem.

![Fig. 4] The average difference with the DP value when using the feature weights from ADP or the two greedy approaches to develop a tactical plan. The average value calculated with the ADP approach is 92.5.

6.3 Performance of the ADP algorithm for large instances

In the previous sections, we analyzed the performance of the ADP algorithm for small, toysized problems to compare the results with the DP approach. In this section, we investigate the performance of the ADP algorithm for large, real-life sized instances. Since for large instances, computation of the exact DP approach is intractable, we evaluate the performance of the ADP algorithm with the two greedy approaches as introduced in Section 6.2.2.
6.3.1 Parameters for large problem instances

As explained in Section 3, for large instances, the decision space becomes too large to allow for complete enumeration. Hence, we use an ILP to compute the optimal decision and it is given in Appendix 8.1. We use a CPLEX 12.2 callable library for Delphi to solve the ILP, and tolerate solutions with an integrality gap of 0.01%.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Used values for testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>T</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>R</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>G</td>
<td>$</td>
</tr>
<tr>
<td>$c_g$</td>
<td>The number of stages in each care process</td>
<td>{$3, 5, 7, \mathcal{J} = {1, 2, \ldots, 40}$</td>
</tr>
<tr>
<td>$</td>
<td>U</td>
<td>$</td>
</tr>
<tr>
<td>$s_{j,r}$</td>
<td>Expected service time from resource type $r \in \mathcal{R}$ for a patient in queue $j \in \mathcal{J}$ in time units (four value sets)</td>
<td>{$10, 15, 20, {30, 45, 60}$, ${100, 120, 140}$, ${200, 220, 240}$, ${6000, 9600, 17600}$</td>
</tr>
<tr>
<td>$\eta_{r,t}$</td>
<td>Resource capacity for resource type $r \in \mathcal{R}$ in time $t \in \mathcal{T}$ in time units</td>
<td>${0, 1200, 3600, 9600, 17600}$</td>
</tr>
<tr>
<td>$q_{i,j}$</td>
<td>The routing probabilities between queue $i, j \in \mathcal{J}$</td>
<td>${0, 0.25, 0.5, 0.75, 1}$</td>
</tr>
<tr>
<td>$\lambda_{1,t}$</td>
<td>Poisson parameter for new demand in the first queue of each care process $g \in \mathcal{G}$ in time period $t \in \mathcal{T}$</td>
<td>${1, 3, 5}$</td>
</tr>
<tr>
<td>$C_{t,j,u}$</td>
<td>Costs per patient waiting in a queue $j \in \mathcal{J}$, for $u \in \mathcal{U}$ time periods, in time period $t \in \mathcal{T}$</td>
<td>$(u + 1)\frac{1}{\mathcal{J}}$</td>
</tr>
</tbody>
</table>

Table 4 The parameters that characterize the large test instances.

The parameters to generate the large instances are given in Table 4. The resource capacities $\eta_{r,t}$ for each resource $r \in \mathcal{R}$ and $t \in \mathcal{T}$ are selected from the given set, this means that we can for example have: $\eta_{1,1} = 1200, \eta_{1,2} = 0, \eta_{1,3} = 1200, \eta_{2,1} = 3600, \eta_{2,2} = 3600$, and $\eta_{2,3} = 1200$ can be 0. As real-life instances may have changing patient arrivals and changing resource capacities over time, we vary these parameters over the time periods for each queue and each resource respectively. In contrast with the exact DP approach, truncation of the state space is not required for the ADP algorithm, and we will not truncate the state space in the experiments for large instances. We truncate the initial starting state, to ensure that it is in line with the selected resource capacities and resource requirements. To generate the initial states, we randomly pick the number of patients, for each queue and each number of time periods waiting, from the set $\{0, 1, \ldots, 4\}$. This set is bounded to align the initial state with the generated instance for the available resource capacity with the settings above.
The weights $\theta_n$ in the value functions are initialized to $\theta^0 = 1$ for all time periods, and the matrix $B^0 = \epsilon I$ as explained in Appendix 8.2.

6.3.2 Comparison with greedy approaches

After running the ADP algorithm for $N = 100$ iterations, we fix the established feature weights $\theta_n$, and use these to calculate tactical planning decisions in each time period. In this section, we compare the use of the feature weights calculated in the ADP algorithm with the two greedy approaches introduced in Section 6.2.2: ‘HighestNumberOfWaitingPatientsFirst’ and ‘HighestCostsFirst’. For the comparison, we use the same simulation approach as explained in Section 6.2.2, but for larger instances, we simulate 10 initial states and perform 5000 simulation runs per initial state. The relative difference between ‘HighestNumberOfWaitingPatientsFirst’ and the ADP approach is 49.8%, and the relative difference between ‘HighestCostsFirst’ and the ADP approach is 29.1%. The average value calculated with the ADP approach is 116.29.

The lower average value from the ADP approach indicates that the ADP approach develops tactical plans resulting in lower costs than the two greedy approaches for large instances. The lower values indicate that the ADP approach supports and improves tactical planning decision making, and therefore we can conclude that the ADP approach is a suitable method to calculate a tactical plan for real-life sized instances. Compared to the greedy approach ‘HighestCostsFirst’, the ADP approach offers an advantage by also considering costs of the future effects of the evaluated decision. The benefits of this advantage seem especially strong, when parameters such as resource capacity and patient arrivals change over time periods. The finite time horizon in the ADP approach allows for setting time dependent parameters for the problem instance, thereby ensuring that changing parameters over time are incorporated in the decision making.

Running the ADP algorithm for a given initial state (with $N = 100$) takes approximately 1 hour and 5 minutes for the large instance. This seems reasonable for finding the feature weights that approximate the value functions for 40 queues and 8 time periods. The feature weights that are calculated for the complete time horizon can be used to adjust the tactical plan in later time periods, as time progresses. Hence, the algorithm does not have to be run on a daily or even weekly basis. Considering the fast convergence of the algorithm, one may consider decreasing the number of iterations further, which will result in lower runtimes.

7 Conclusion

We provide a stochastic model for tactical resource capacity and patient admission planning problem in health care. Our model incorporates stochasticity in two key processes in the tactical planning problem, namely the arrival of patients and the sequential path of patients after being served. A Dynamic
Programming (DP) approach, which can only be used for extremely small instances, is presented to calculate the exact solution for the tactical planning problem. We illustrate that the DP approach is intractable for large, real-life sized problem instances. To solve the tactical planning problem for large, real-life sized instances, we developed an approach within the frameworks of Approximate Dynamic Programming (ADP) and Mathematical Programming.

The ADP approach provides robust results for small, toy problem instances and large, real-life sized instances. When compared with the exact DP approach on small instances, the ADP algorithm provides accurate approximations and is significantly faster. For large, real-life sized instances, we compare the ADP algorithm with the values obtained with two greedy approaches, as the exact DP approach is intractable for these instances. The results indicate that the ADP algorithm performs better than the two greedy approaches, and does so in reasonable run times.

We conclude that ADP is a suitable technique for developing tactical resource capacity and patient admission plans in healthcare. The developed model incorporates the stochastic processes for (emergency) patient arrivals and patient transitions between queues in developing tactical plans. It allows for time dependent parameters to be set for patient arrivals and resource capacity in order to cope with anticipated fluctuations in demand and resource capacity. The ADP model can also be used as for readjusting existing tactical plans, after more detailed information on patient arrivals and resource capacities are available (for example when the number of patient arrivals were much lower than anticipated in the last week). The developed ADP model is generic, where the objective function can be adapted to include particular targets, such as targets for access times, monthly ‘production’ or resource utilization. Also, the method can be extended with additional constraints and stochastic elements can be added to suit the hospital situation at hand. It can potentially be used in industries outside healthcare. Future research may involve these extensions, and may also focus on further improving the approximation approach, developing tactical planning methods to adjust a tactical plan when it is being performed, or using the ADP approach for other tactical planning objectives.
8 Appendix

8.1 The ILP for large instances

\[
\min_{x_t \in X_t(Q_t)} \left( C_t(Q_t, x_t) + \sum_{j \in J} \sum_{f \in F} \theta_{f,j} \phi_{f,j} (Q^x_{t,j}) \right),
\]

subject to

\[
Q^x_{t,j,0} = \sum_{i \in J} \sum_{u \in U} q_{i,j} x_{t,i,u} \quad \forall j \in J, t \in T, \tag{26}
\]

\[
Q^x_{t,j,U} = \sum_{u=0}^{U-1} (Q_{t,j,u} - x_{t,j,u}) \quad \forall j \in J, t \in T, \tag{27}
\]

\[
Q^x_{t,j,u} = Q_{t,j,u-1} - x_{t,j,u-1} \quad \forall j \in J, t \in T, u \in U \setminus \{0, U\}, \tag{28}
\]

\[
x_{t,j,u} \leq Q_{t,j,u} \quad \forall j \in J, t \in T, u \in U, \tag{29}
\]

\[
\sum_{j \in J^r} s_{j,r} \sum_{u \in U} x_{t,j,u} \leq \eta_r \quad \forall r \in R, t \in T, \tag{30}
\]

\[
x_{t,j,u} \in \mathbb{Z}^+ \quad \forall j \in J, t \in T, u \in U \tag{31}
\]

Constraints (26) to (28) stipulate that the waiting list variables are consistent. Constraint (29) stipulates that not more patients are served than the number of patients on the waiting list. Constraint (30) assures that the resource capacity of each resource type \( r \in R \) is sufficient to serve all patients, and Constraint (31) is an integrality constraint.

8.2 Updating method based on regressive least squares for nonstationary data

The method for updating the value function approximations with the recursive least squares method for nonstationary data is explained in detail in [16]. The equations used in our solution approach are given below.

The weights \( \theta^n_f \), for all \( f \in F \), are updated each iteration \( n \) is the iteration counter) by

\[
\theta^n_f = \theta^{n-1}_f - H^n \phi_f (S^n_t) \left( V^n_{t-1} (S^n_{t-1}) - \hat{v}^n_t \right), \quad \forall f \in F,
\]

where \( H^n \) is a matrix computed using

\[
H^n = \frac{1}{\gamma^n} B^n - 1.
\]

\( B^n \) is an \(|F| \times |F|\) matrix, which is updated recursively using

\[
B^n = \frac{1}{\alpha^n} \left( B^{n-1} - \frac{1}{\gamma^n} \left( B^{n-1} \phi (S^n_t) (\phi (S^n_t))^T B^{n-1} \right) \right).
\]
The expression for $\gamma^n$ is given by

$$\gamma^n = \alpha^n + \phi(S^x_t)^T B^{n-1} \phi(S^x_t).$$

$B^n$ is initialized by using $B^0 = \epsilon I$, where $I$ is the identity matrix and $\epsilon$ is a small constant. This initialization especially works well when the number of observations is large [16]. The parameter $\alpha^n$ determines the weight on prior observations of the value, and it is discussed in Sections 4 and 6.1.
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