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Summary

This thesis presents the principles and a demonstration of optical ring resonator (ORR)-based broadband photonic beam former for phased array antennas. In Chapter 1 an introduction of RF photonics is given. The SMART and BPB projects are summarized, which are aimed for the development of ORR-based broadband photonic beam former for phased array antennas. In the SMART project the antenna is used for the aeronautic communication of Ku-band signals; in the BPB project the antenna is part of a radio telescope which is used for astronomical research. In Chapter 1 the principles of phased array antennas and optical beam forming are also explained. In Chapter 2 the principles of using a single and cascaded ORRs as delay elements are described. The ORRs are studied by means of their mathematical models. Moreover, a formula is derived to calculate the necessary number of ORRs for a desired delay response, which is useful for the design of the ORR-based optical beam forming networks (OBFNs). Basically an OBFN consists of delay elements (DEs) and combining circuitry. In this thesis only the single-wavelength schemes for the OBFN are discussed where coherent optical combining is required. In Chapter 3 different OBFN architectures are compared with respect to the system complexity and feasibility. It appears that the asymmetrical binary-tree structured OBFN results in the lowest system complexity compared to its counterparts, and it can be used for both linear (1-dimensional) and planar (2-dimensional) PAAs. In Chapter 4 different schemes for E/O and O/E conversions of the photonic beam former are compared with respect to optical bandwidth efficiency and system complexity. Finally, a practical architecture for the entire beam former system is found, which includes frequency down-conversion (FDC), optical sideband filter (OSBF)-based single sideband-suppressed carrier (SSB-SC) modulation, optical carrier reinsertion and balanced coherent optical detection. The FDC significantly relaxes the bandwidth requirements on the optical modulators; the SSB-SC modulation relaxes the bandwidth requirements on the OBFN and detectors; the use of coherent optical detection enhances the signal dynamic range of the beam former. Based on this practical architecture, the functional modules of beam former systems for the FLY and SKY project are designed. Then in Chapter 5 the realization processes of the FLY and SKY beam former chips are described. The beam former chip includes OBFN, OSBF, and the optical carrier reinsertion coupler. Low fabrication cost and simple implementation are achieved, since the waveguide fabrication is based on the LPCVD process and requires only one photolithography step. Thermo-optical tuning mechanism is chosen, which provides sufficient tuning speed, introduces negligible additional loss in the waveguide, and brings no implementation difficulty. Chromium and gold are used for the heaters and leads, respectively. Active fiber
alignment and butt-coupling techniques are used for the coupling between the chip and fibers. Moreover, glue is used for fixation, which is characterized by good stability and negligible additional loss. In Chapter 6 the control system for the beam former chip is described. An algorithm for calculating the voltages supplied to the heaters is introduced, which includes the compensation for the thermal crosstalk. The sensitivity of the beam steering is determined by the accuracy of the voltage output of the heater controller. The heat generated by the heaters may change the chip temperature and consequently causes optical parameter fluctuations. To solve this problem, a dedicated temperature stabilization setup is used, which consists of a heat conducting copper base, Peltier elements and a heat sink. Then, when the maximum pump power of the Peltier elements is larger than the maximum power dissipation of the heaters on the chip, the magnitude of the fluctuation can be well controlled by properly choosing the heat capacity of the heat conducting base. In Chapter 7 the characterizations of the FLY and SKY beam former chips are presented. The beam former chips are designed for the wavelength of 1550 nm. The minimum insertion loss of the chips is approximately 12 dB. The components on both FLY and SKY beam former chips prove to function correctly. The realized ORRs are able to provide continuous tunable delays. A set of linearly increasing delays on different channels of a test OBFN are achieved, which matches the desired OBFN functionality. For a test channel using 7 ORRs, a delay value of 1.2 ns (36 cm physical distance in air) is achieved for a bandwidth of 2.5 GHz and the maximum delay ripple of 0.1 ns. A test OSBF was tuned to its optimized response, which is also in perfect match with theory. Three delay settings with 0 ps, 20 ps and 40 ps delay steps between the neighboring channels are created on the FLY beam former chip, which corresponds to the theoretical beam angles of -30, 0, and 30 degree, respectively. Likewise, two delay settings with 0 ps and 110 ps delay steps between the neighboring channels are created on the SKY beam former chip, which corresponds to the theoretical beam angles of 0 and 10 degree, respectively. Further, the FLY beam former chip was implemented in a complete beam former system (the beam former demonstrator built at NLR\(^1\)). With this setup, some RF-to-RF measurements were performed, which demonstrate the functionalities of the beam former chip: optical sideband suppression, RF-to-RF delay generation, and coherent combining. Finally, an experiment of antenna beam steering was performed on the FLY beam former demonstrator using the three delay settings mentioned above, and three optically controlled beam angles of -27, 0, and 27 degree are successfully obtained. The presented measurements and demonstrations verify the device functionalities, and prove the concept of PAA control using ORR-based beam former system.

\(^1\) National Aerospace Laboratory (NLR). Address: Voorsterweg 31, 8316 PR Marknesse, P.O.Box 153, 8300 AD, Emmeloord, the Netherlands. Telephone: (+31) 527 248444.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td>Antenna element</td>
</tr>
<tr>
<td>BFN</td>
<td>Beam forming network</td>
</tr>
<tr>
<td>BPB</td>
<td>Broadband Photonic Beamformer</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary metal–oxide–semiconductor</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous wave</td>
</tr>
<tr>
<td>DC</td>
<td>Directional coupler</td>
</tr>
<tr>
<td>DD</td>
<td>Direct detection</td>
</tr>
<tr>
<td>DE</td>
<td>Delay element</td>
</tr>
<tr>
<td>DSB</td>
<td>Double-sideband</td>
</tr>
<tr>
<td>EAM</td>
<td>Electro-absorption modulator</td>
</tr>
<tr>
<td>E/O</td>
<td>Electro-optical</td>
</tr>
<tr>
<td>FAUs</td>
<td>Fiber array units</td>
</tr>
<tr>
<td>FSR</td>
<td>Free spectral range</td>
</tr>
<tr>
<td>FDC</td>
<td>Frequency down conversion</td>
</tr>
<tr>
<td>IIR</td>
<td>Infinite impulse response</td>
</tr>
<tr>
<td>IF</td>
<td>Intermediate frequency</td>
</tr>
<tr>
<td>IM</td>
<td>Intensity modulation</td>
</tr>
<tr>
<td>IMD</td>
<td>Intermodulation distortion</td>
</tr>
<tr>
<td>LNA</td>
<td>Low-noise amplifier</td>
</tr>
<tr>
<td>LO</td>
<td>Local oscillator</td>
</tr>
<tr>
<td>LPCVD</td>
<td>Low-pressure chemical vapor deposition</td>
</tr>
<tr>
<td>MFD</td>
<td>Mode field diameter</td>
</tr>
<tr>
<td>MZI</td>
<td>Mach-Zehnder interferometer</td>
</tr>
<tr>
<td>MZM</td>
<td>Mach-Zehnder modulators</td>
</tr>
<tr>
<td>OBFN</td>
<td>Optical beam forming network</td>
</tr>
<tr>
<td>OBI</td>
<td>Optical beat interference</td>
</tr>
<tr>
<td>OCDMA</td>
<td>Optical code-division multiple access</td>
</tr>
<tr>
<td>O/E</td>
<td>Opto-electrical</td>
</tr>
<tr>
<td>OPS</td>
<td>Optical phase shifter</td>
</tr>
<tr>
<td>ORR</td>
<td>Optical ring resonator</td>
</tr>
<tr>
<td>OSBF</td>
<td>Optical sideband filter</td>
</tr>
<tr>
<td>PAA</td>
<td>Phased array antennas</td>
</tr>
<tr>
<td>PDL</td>
<td>Polarization dependent loss</td>
</tr>
<tr>
<td>PECVD</td>
<td>Plasma enhanced chemical vapor deposition</td>
</tr>
<tr>
<td>PMF</td>
<td>Polarization maintaining fiber</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscope</td>
</tr>
<tr>
<td>SSB-SC</td>
<td>Single sideband-suppressed carrier</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>SMART</td>
<td>Smart antenna system for radio transceivers</td>
</tr>
<tr>
<td>TE</td>
<td>Transverse electric</td>
</tr>
<tr>
<td>TEOS</td>
<td>Tetraethyl orthosilicate</td>
</tr>
<tr>
<td>TM</td>
<td>Transverse magnetic</td>
</tr>
<tr>
<td>VCSEL</td>
<td>Vertical-Cavity Surface-Emitting Laser</td>
</tr>
</tbody>
</table>
Symbols

\(a(t)\) \hspace{1cm} \text{Time-dependent amplitude}
\(\alpha\) \hspace{1cm} \text{Attenuation coefficient}
\(c\) \hspace{1cm} \text{Bar-port transmission coefficient of the } 2 \times 2 \text{ coupler}
\(c_0\) \hspace{1cm} \text{Speed of light in vacuum}
\(d\) \hspace{1cm} \text{Interelement distance of the phased array antenna}
\(E_{at}\) \hspace{1cm} \text{Complex amplitude of the bandpass signal}
\(E_L\) \hspace{1cm} \text{Complex amplitude of laser output}
\(E_i^\text{e}\) \hspace{1cm} \text{Complex amplitudes of the electric fields at input of the waveguide}
\(E_o^\text{e}\) \hspace{1cm} \text{Complex amplitudes of the electric fields at output of the waveguide}
\(\Delta f_{BW}\) \hspace{1cm} \text{ORR delay bandwidth}
\(f_{OC}\) \hspace{1cm} \text{Optical carrier frequency}
\(f_{RF}\) \hspace{1cm} \text{RF carrier frequency}
\(\Delta f_s\) \hspace{1cm} \text{Signal bandwidth}
\(H_L\) \hspace{1cm} \text{Complex transfer function}
\(|H(\Omega)|\) \hspace{1cm} \text{Magnitude response}
\(I_{\text{out}}(t)\) \hspace{1cm} \text{Output current of the photodiode}
\(K\) \hspace{1cm} \text{Number of stages}
\(L\) \hspace{1cm} \text{Length}
\(M_T\) \hspace{1cm} \text{Maximum time offset of the antenna element}
\(N_{TT}\) \hspace{1cm} \text{Total amount of ORRs in the OBFN}
\(n_e\) \hspace{1cm} \text{Effective index of the waveguide}
\(n_g\) \hspace{1cm} \text{Group index of the waveguide}
\(\Delta n_g\) \hspace{1cm} \text{Deviation of the group index}
\(k_0\) \hspace{1cm} \text{Zero-order wave number}
\(P\) \hspace{1cm} \text{Power}
\(P_L\) \hspace{1cm} \text{Roundtrip loss}
\(q_n\) \hspace{1cm} \text{Amplitude coefficient}
\(R_{PD}\) \hspace{1cm} \text{Responsivity of the photodiode}
\(s_n(t)\) \hspace{1cm} \text{Modulating signal}
\(S(V)\) \hspace{1cm} \text{Beam steer sensitivity to heater voltage}
\(t\) \hspace{1cm} \text{Time}
\(T\) \hspace{1cm} \text{Roundtrip time}
\(T_{CO}\) \hspace{1cm} \text{Common total delay for all antenna elements}
\(\Delta t_a\) \hspace{1cm} \text{Wavefront arrival time difference between antenna elements}
\(V\) \hspace{1cm} \text{Voltage}
\(\zeta\) \hspace{1cm} \text{Phase factor}
\(\kappa\) \hspace{1cm} \text{Power coupling ratio}
\(\kappa_{DC}\) \hspace{1cm} \text{Power coupling coefficient of the DC}
\(\kappa_{MZI}\) \hspace{1cm} \text{Power coupling coefficient of the MZI}
\(\kappa_r\) \hspace{1cm} \text{Power coupling coefficient of the ORR in the OSBF}
\(\lambda\) \hspace{1cm} \text{Wavelength}
\(\tau\) \hspace{1cm} \text{Normalized group delay}
\(\tau_d\) \hspace{1cm} \text{Delay difference between the MZI arms}
\( \tau_g \) Group delay
\( \bar{\tau} \) Average delay value over the delay band
\( \Delta \tau \) Delay ripple normalized to the roundtrip delay of the ORR
\( \Delta \tau_d \) Delay difference between two AEs provided by the BFN
\( \theta \) Beam angle of the PAA
\( \Delta \theta \) Beam scanning range of the PAA
\( \phi \) Additional phase shift of the ORR
\( \phi_d \) Additional phase shift of the MZI in the OSBF
\( \phi_r \) Additional phase shift of the ORR in the OSBF
\( \phi(f_{OF}) \) Phase of the optical carrier
\( \varphi(t) \) Time-dependent phase offset
\( \Delta \varphi \) Phase difference between two AEs provided by the BFN
\( \Psi(\Omega) \) Phase response
\( \Delta \Omega_{BW} \) Delay bandwidth normalized to the FSR of the ORR
\( \Omega \) Angular frequency normalized to the FSR of the ORR
\( \omega \) Angular frequency
1.1 Applications of radio systems

In the last century radio systems became an essential part of everyone’s life. Radio systems are used to pass on signals by means of the transmission of electromagnetic waves with frequencies below those of visible light. In the modern world some of the most popular applications of radio systems can be seen in the well-known areas such as audio/video broadcast, telephony, navigation, radar, satellite, astronomy, heating, and radio control.

In the recent years more ideas of broadband radio applications have been brought forth and attract great attention. One of them is motivated by the ever-increasing demand for fast information exchange, especially for the availability of fast internet. People wish to have internet access and multimedia services no matter where they are. For example, some people wish to surf the internet, participate in a teleconference, or watch live TV during a flight travel, especially when it is a long intercontinental flight travel. However, when the plane is flying over the sea, there is no direct radio link between the airplane and ground available. In this case the radio link can only be established via a satellite. Then, this demand concerns the development of aeronautic communication for personal and multimedia services via satellite.

This development is still at an early stage. However, it is seen as the main growth driver for mobile satellite services in the coming decade. It is reported in the International Telecommunication Union News of November 2009 that Euroconsult (international analysts specialized in satellite communication) expects the market for aeronautic communication via satellite to significantly grow reaching wholesale revenues of more than USD 270 million in 2018 [1]. In order to provide the demanded aeronautic communication services to their passengers, the air carrier companies need an antenna-based RF system for the link between ground station, satellite, and airplane, which is shown in Figure 1.1.

Besides the aeronautic communication, another interesting broadband radio application is the radio telescope used for radio astronomy. Radio astronomy is a subfield of astronomy which investigates the radiation from celestial objects at radio
frequencies. For this purpose radio telescopes must be developed for receiving the radio waves emitted from those bodies.

![Schematic drawing of the aeronautic communication system](image1)

**Figure 1.1:** Schematic drawing of the aeronautic communication system

Radio astronomy can be conducted with a single dish radio telescope. However, in most cases, the angular resolution of a single radio telescope is difficult to satisfy the requirement of the study [2]. To achieve higher resolution, the techniques of radio interferometry and aperture synthesis can be used, which means an array of multiple linked radio telescopes will be used instead of a single one [2]. The realization of such a radio system is a big concern nowadays in the research field of radio communication. A picture of an interferometric array formed by many dish antenna-based radio telescopes is shown in Figure 1.2.

![Westerbork Synthesis Radio Telescope (WSRT) at Astron](image2)

**Figure 1.2:** A photo of Westerbork Synthesis Radio Telescope (WSRT) at Astron² (picture source: Google)

In the two radio applications described above: aeronautic communication via satellite and radio telescope, both of the systems are featured by the radio link with low signal power density. Therefore, high-gain and direction-sensitive antennas are required for the signal reception. Ordinary omni-directional antennas are not preferable in these radio applications because of the low antenna gain [3].

---

A conventional solution for a direction sensitive antenna is a dish antenna [2], which can be steered mechanically to point its main beam to different directions. However, its tuning precision and speed are limited by the mechanical movement. In the airborne case the use of dish antennas is hampered by the drawbacks of its large weight, large size and aerodynamic drag effect when mounted on top of a plane. Besides in the case of radio astronomy the dish antenna-based telescopes are usually huge and spaced far apart from one another in a telescope array, which results in great difficulty for the maintenance of the telescopes.

Instead of using dish antennas an advantageous alternative is to use phased array antennas (PAAs) [3], [4]. A PAA consists of an array of antenna elements (AEs) as shown in Figure 1.3, and its antenna pattern is determined by the geometry of the array as well as the signal amplitude and phase relation between the AEs. By changing the amplitude and phase relation, the main beam of a PAA can be steered without any involvement of mechanical movement. The principles of this will be further explained in Section 1.4. However, to achieve this function a so-called beam former is required for the PAA. A beam former is a dedicated circuit which controls both the amplitudes and phases of the AE signals. The principles of the beam former will be further explained in Section 1.5. Conventionally a beam former is realized in the electrical domain. However, it can also be realized in the optical domain: a photonic beam former. A photonic beam former applies the principles of microwave photonics where RF signals are modified by optical devices. Compared to its electrical counterpart, the photonic beam former has the advantages, such as compactness, light weight, low loss, frequency independence, large instantaneous bandwidth, and inherent immunity to electromagnetic interference. Apparently PAA comprising photonic beam former can be a preferable solution for the signal reception in the radio applications mentioned above.

![Figure 1.3](image.jpg)

**Figure 1.3:** An artistic impression of the out-door phased array system Thousand Element Array (THEA) at Astron³, which consists of 256 broadband receiving antenna elements (picture source: www.astron.nl).

1.2 Microwave photonics

Microwave photonics can be defined as the field where RF signals are modified in the optical domain [5]–[7]. Its initial rationale was to use the advantages of photonic technologies to process RF signals that are very complex or even impossible to process directly in the RF domain. The significant advantages of the microwave photonic links over its electrical counterpart are reduced size, weight, and cost; low and constant attenuation over large frequency range; immunity to electromagnetic interference; low dispersion; and high data transfer capacity.

The basic components of a microwave photonic link are devices that offer electrical-to-optical (E/O) signal conversion, photonic processing, and optical-to-electrical (O/E) signal conversion. Efficient E/O conversion and O/E conversion is imperative for photonic solutions to be competitive with conventional RF electronics. In the past, it has been the E/O and O/E conversion losses that have significantly impaired RF link performance. Recent progress in laser, modulator and detector component technologies are beginning to remove this impairment and create new photonic solutions for RF signal processing. As high power photodiodes with extended frequency responses are developed, RF power delivery at frequencies well beyond 10 GHz becomes feasible [8]. Recent advancements in low noise high power laser sources, wideband lithium niobate optical modulators, and high power ultra-fast optical detectors have resulted in photonic links with impressive performance.

During the past three decades, microwave photonics has succeeded in developing and demonstrating a wide range of devices, technologies and applications, some of which have shown their commercial importance, such as optical access network and high-bit-rate data transmission [9], [10]. The photonic beam former for PAA’s is also an interesting application of microwave photonics, which facilitates broadband signal reception of PAA systems. The current challenge of a microwave photonic system is to further increase its operational bandwidth, conversion efficiency and dynamic range; and in the mean time to reduce the system cost. The success in these improvements will bring forth more microwave photonics applications in the future.

1.3 Phased array antenna

In wave theory, a PAA is a group of AEs in which the relative phases of the respective signals feeding the AEs are varied in such a way that the effective radiation pattern of the array is intensified in a desired direction and suppressed in undesired directions [3], [4]. The intensification of the radiation pattern in the desired direction results in the main beam of the array. Figure 1.4 (a) illustrates the main beam of a radiation pattern. The direction of the main beam can be steered by
properly changing the phase relation between AE signals, or in short the phase relation between AEs. The effect of beam steering is illustrated in Figure 1.4 (b). In the case of a receiving PAA, the antenna output is the sum of the signals (currents) of all the AEs. The signals of the AEs add constructively when they are mutually in phase and destructively when they are mutually anti-phase. According to its effective radiation pattern, a receiving PAA is able to achieve signal intensification or suppression in its output for different directions of the incident wave.

![Figure 1.4](image1.png)

**Figure 1.4**: Illustration of (a) the main beam of an effective radiation pattern and (b) the beam steering effect

There are various array geometries and advanced signal processing techniques for a PAA to achieve particular effective radiation patterns [3], [4]. The simplest PAA is the one-dimensional linear array antenna. A linear array antenna is based on the geometry with multiple identical AEs equally spaced along a single line. A schematic of a 4-element linear array antenna is shown in Figure 1.5.

![Figure 1.5](image2.png)

**Figure 1.5**: Illustration of a 4-element one-dimensional linear array antenna

Suppose it is desired to receive a plane wave coming at an angle \( \theta \) with respect to the array normal. Then all the spatial points have the same phase form a wavefront which is perpendicular to propagation direction of the wave, and this wavefront will reach each AE at a different time instance. The arrival time difference between two neighboring AEs is given by
\[ \Delta t_a(d, \theta) = d \sin(\theta)/c_0 \]  
(1.1)

where \( d \) is the spacing between the AEs and \( c_0 \) is the speed of light in vacuum. This results in an interelement phase difference

\[ \Delta \varphi(d, \theta, f) = 2\pi f \Delta t_a(d, \theta) \]  
(1.2)

where \( f \) is the frequency of the RF wave. When this interelement phase difference \( \Delta \varphi(d, \theta, f) \) is removed by the additional phase compensation between two neighboring AEs \( \Delta \delta = -\Delta \varphi(d, \theta, f) \), the signals from different AEs will be in phase and can be combined coherently. Then after combining the signals the intensification will be achieved for this particular receiving angle \( \theta \). The signals coming from a different angle \( \theta' \) will result in \( \Delta \varphi(d, \theta', f) \) which will not be cancelled out by \( \Delta \delta \). Then due to the remaining phase difference between the AEs, suppression of the signal will occur after the signal combining of the array. Furthermore, by adjusting the value of \( \Delta \delta \), the receiving direction of the array (main beam) can be steered accordingly.

For one-dimensional linear array antennas, the array geometry determines that the beam steering can only be performed in one dimension as shown in Figure 1.5. When the two-dimensional beam steering is required for some PAA application, a practical solution is to use a planar array antenna [3], [4]. A common type of planar array is the rectangular \( M \times N \) planar array. A schematic of the rectangular \( M \times N \) planar array antenna with interelement distance \( d \) is shown in Figure 1.6. Basically, a rectangular \( M \times N \) planar array can be regarded as \( M \) columns of \( N \)-element linear arrays or \( N \) rows of \( M \)-element linear arrays. More formal analyses of PAAs can be found in [3], [4].

![Figure 1.6: Schematic of a rectangular \( M \times N \) planar array antenna](image-url)
1.4 Beam forming systems

As mentioned in the previous section, to steer the beam of a receiving PAA to a certain direction, the corresponding phase differences between the AEs need to be removed by intentional phase compensation. To perform that, a dedicated signal processing circuit is needed, which is called beam forming network (BFN). Basically a BFN consists of phase shifters or delays, and signal combining (or splitting in the case of transmitting antenna) circuitry [11], [12]. A schematic of the BFN for 4-element receiving PAA is shown in Figure 1.7.

![Schematic of the beam forming network for 4-element receiving PAA](image)

**Figure 1.7:** Schematic of the beam forming network for 4-element receiving PAA

The BFN is the core of the beam former system. A conventional BFN uses phase shifters to perform phase compensation. However, in this case the beam angle is frequency-dependent. Based on the linear array antenna and the BFN shown in Figure 1.5 and 1.7, respectively, the beam angle $\theta$ in radius can be given by

$$\theta = \arcsin\left(\frac{c_0\Delta \phi}{2\pi df}\right) \quad (1.3)$$

where $\Delta \phi$ is the interelement phase difference provided by means of phase shifters, $c_0$ is the speed of light in vacuum, and $d$ is the interelement distance. Further, by taking the first derivative of $\theta$ with respect to signal frequency $f$, one can obtain

$$\frac{d\theta}{df} = \left(\frac{\Delta \phi c_0}{2\pi df}\right) \sqrt{1 - \left(\frac{\Delta \phi c_0}{2\pi df}\right)^2} \quad (1.4)$$

Eq. (1.4) shows that $d\theta/df$ is not a constant but a function of frequency $f$. This indicates the so-called beam squinting effect. It means that for signals with a certain bandwidth, different frequency components correspond to different beam angles. An illustration of this effect is shown in Figure 1.8. A numerical example of the beam squinting effect is given in Example 1.1 where a Ku-band PAA is considered for calculation.
**Figure 1.8**: Beam squinting effect of phase shifter-based BFN for broadband signal

**Example 1.1**
Antenna interelement distance: \( d = 1.18 \text{ cm} \); Based on Eq. (1.4), the beam squinting effect \( \Delta \theta \) of the phase shifter-based BFN is shown below for 1 GHz signal bandwidth and different values of interelement phase difference \( \Delta \phi \) provided by the phase shifters.

Example 1.1 shows the beam squinting effect of the BFN based on phase shifters. To avoid the beam squinting effect, delay lines should be used in the BFN instead of phase shifters. Comparatively, when a delay-based BFN is used for the linear array
antenna, the beam angle $\theta$ and its first order derivative $B$ with respect to signal frequency $f$ can be given by

$$\theta = \arcsin\left(\frac{\Delta \tau_d c_0}{d}\right)$$

(1.5)

$$B = \frac{d\theta}{df} = 0$$

(1.6)

where $\Delta \tau_d$ is the interelement delay difference provided by the delay lines, $c_0$ is the speed of light in vacuum, and $d$ is the interelement distance. In this case the beam angle $\theta$ is independent of signal frequency $f$. Therefore, for signals with a certain bandwidth, all the frequency components will follow only one beam angle.

### 1.5 Photonic beam former systems

As mentioned in the beginning of this chapter, a PAA can not only be electrically controlled but also be optically controlled, and a photonic beam former benefits from the common advantages of RF photonics. The photonic beam former follows the same beam forming principles as its electrical counterpart, but the AE signals are processed in the optical domain. In this case, the AE signals of a receiving PAA must first be converted into optical signals by means of optical modulation, and then processed and combined by means of an OBFN, and eventually the output of the OBFN is converted back into the electrical domain by means of optical detection. A block diagram of this process is shown in Figure 1.9. For transmitting antennas the signal stream is inverted, and the orders of electro-optical (E/O) and opto-electrical (O/E) conversion are reversed.

![Figure 1.9](image)

**Figure 1.9:** Block diagram of photonic beam former system for receiving PAA

Based on the beam forming principles explained in the previous section, optical delay lines are required in the OBFN to avoid beam squinting effect for broadband PAA applications. A well-known implementation of the OBFN is based on optical switchable delay lines, which is illustrated in Figure 1.10. However, optical switchable delay lines can only provide discrete delay values, which results in the disadvantage of the limited beam steering resolution for the PAA [12]. An alternative implementation of the OBFN that offers both time delays and continuous tunability is based on chirped fiber gratings [13], but this approach requires bulky
optical components i.e. optical circulators and a relatively expensive tunable laser as shown in Figure 1.11. To overcome these disadvantages, the waveguide-based optical ring resonator (ORR) appears to be a good candidate for the optical delay line. ORR-based delays are able to provide continuous tunable delays. The device principles of ORRs are given in Chapter 2.

![Figure 1.10: Schematic of a switchable delay line](image1)

![Figure 1.11: Schematic of a chirped fiber grating-based delay line](image2)

### 1.6 SMART and BPB projects

As mentioned in the previous sections, the aeronautical communication via satellite and the radio telescope are interesting subjects to apply PAA’s and the photonic beam former system. However, the conventional photonic beam formers have limitations in processing bandwidth or tuning resolution or system integration due to the imperfection of the applied optical devices for signal processing [11]–[13]. To overcome these limitations, optical ring resonator (ORR)-based delays appear to be a suitable solution because of the advantages of broad bandwidth, continuous tunability, and potential of large-scale integration. Based on this idea, the work on the development of an ORR-based photonic beam former systems for receiving PAAs have been carried out in the SMart Antenna system for Radio Transceivers (SMART) project and the Broadband Photonic Beamformer (BPB) project under SenterNovem project numbers IS053030 and IS052081, respectively.

In the SMART project an ORR-based beam former needs to be developed to control an 8-element linear array antenna (FLY antenna) which is designed to receive 10.75–12.7 GHz Ku-band satellite signals for aeronautical communication systems. In the BPB project an ORR-based beam former needs to be developed to control a
4 × 4 2-D PAA-based radio telescope (SKY antenna) which is designed to receive the radiation of celestial objects in the frequency range from 400 to 1600 MHz.

1.7 Outline of the thesis

The arrangement of this thesis is as follows: Chapter 2 explains the principles of ORR-based delay lines. Chapter 3 compares different architectures of the ORR-based OBFN. Chapter 4 shows the advanced signal processing techniques for the beam former system. Chapter 5 focuses on the realization of the beam former chips. Chapter 6 introduces the beam former control system. Chapter 7 presents the measurement results on the test chips with beam former components and the entire beam former, which is followed by a test on a beam former demonstrator. At the end a summary and future perspectives are reviewed in Chapter 8.
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Chapter 2

Optical ring resonator-based delay lines

2.1 Introduction

As mentioned in the previous section, in a photonic broadband beam former system the RF signals received by the AEs are modulated on optical carriers, and tunable optical delay lines synchronize the signals modulated on the optical carrier. In this study 1 × 1 (one input one output) optical ring resonators (ORRs) are used to implement the tunable optical delay lines. This chapter covers the principles of ORRs. First, transfer function and transfer matrix concepts are used to derive the frequency responses of ORRs. Next, delay properties of single and multiple cascaded ORRs are analyzed.

2.2 Structure of ORR

A 1 × 1 single-stage ORR consists of a ring-shaped waveguide and a straight waveguide which are able to couple light between each other. A schematic of a single ORR is shown Figure 2.1, where the power coupling coefficient \( \kappa = [0 \cdots 1] \) represents the percentage of coupling, and \( L_R \) is the roundtrip length of “ring”.

![Figure 2.1: Structure of a 1 × 1 single-stage ORR](image)

2.3 Mathematical model of the ORR

The behavior of an optical component can be described by its transfer function (or transfer matrix when a component has multiple input/output ports), which relates the amplitude and phase of the field at input to those at output. To derive the transfer
function of an ORR, one can first look at the behavior of its two basic building blocks, namely a waveguide feedback path (ring) and a 2 × 2 coupler, which are shown in Figure 2.2.

![Figure 2.2: An ORR formed by a 2 × 2 coupler and a feedback waveguide](image)

### 2.3.1 Transfer function of waveguide feedback path

The feedback waveguide path of an ORR can be regarded as a 1 × 1 transmission line. Consider, $E^i$ and $E^o$ are used to represent the complex amplitudes of the electric fields at input and output of the waveguide, then the relation between these two fields can be written as

$$E^o = H_L \cdot E^i$$  \hspace{2cm} (2.1)

where $H_L$ represents the complex transfer function. If the waveguide has a length $L$, attenuation coefficient $\alpha$, and effective index $n_{eff}(\omega)$ [1], then $H_L$ can be written as

$$H_L(\omega) = e^{-\alpha L} e^{-j\omega \frac{L}{c_0} n_{eff}(\omega)} = r \cdot e^{-j \phi_H L}(\omega)$$  \hspace{2cm} (2.2)

where $c_0$ is the speed of light in vacuum, $r = e^{-\alpha L} = [0, ..., 1]$ is defined as the amplitude transmission factor, and $\phi_H L(\omega) = \omega \cdot n_{eff}(\omega)L/c_0$ is the phase of the transfer function. The waveguide propagation loss $P_l$ in dB/cm can be calculated by

$$P_l = 20\log(e^\alpha) = 20\alpha \cdot \log(e) = 8.686\alpha$$  \hspace{2cm} (2.3)

When a frequency variation $\Delta \omega$ causes a phase shift $\Delta \phi_H L$ of $2\pi$, one can obtain the equation

$$\Delta \phi_H L = \phi_H L(\omega_0 + \Delta \omega) - \phi_H L(\omega_0)$$

$$= \frac{\omega_0 + \Delta \omega}{c_0} n_{eff}(\omega_0 + \Delta \omega)L - \frac{\omega_0}{c_0} n_{eff}(\omega_0)L = 2\pi$$  \hspace{2cm} (2.4)
In this thesis, the RF frequency range under study is in the order of tens of gigahertz, which is modulated on the optical carrier at $\lambda = 1550$ nm corresponding to 193 THz. So, one can consider that $\Delta \omega \ll \omega_0$. Then, Taylor approximation [1] can be used to express $n_{\text{eff}}(\omega_0 + \Delta \omega)$, which is given by

$$n_{\text{eff}}(\omega_0 + \Delta \omega) = n_{\text{eff}}(\omega_0) + \frac{d n_{\text{eff}}(\omega)}{d \omega} \bigg|_{\omega_0} \Delta \omega + \frac{d^2 n_{\text{eff}}(\omega)}{d \omega^2} \bigg|_{\omega_0} \Delta \omega^2 + \ldots$$

$$\approx n_{\text{eff}}(\omega_0) + \frac{d n_{\text{eff}}(\omega)}{d \omega} \bigg|_{\omega_0} \Delta \omega$$  \hspace{1cm} (2.5)

Then by inserting Eq. (2.5) in Eq. (2.4), one can obtain the equation

$$\frac{\omega_0 + \Delta \omega}{c_0} (n_{\text{eff}}(\omega_0) + \frac{d n_{\text{eff}}(\omega)}{d \omega} \bigg|_{\omega_0} \Delta \omega) L - \frac{\omega_0}{c_0} n_{\text{eff}}(\omega_0) L = 2\pi$$  \hspace{1cm} (2.6)

Further, Eq. (2.6) can be transformed into the following form:

$$\Delta \omega = \frac{2\pi c_0}{\left( n_{\text{eff}}(\omega_0) + \omega_0 \frac{d n_{\text{eff}}(\omega)}{d \omega} \bigg|_{\omega_0} \right) L} = \frac{2\pi c_0}{n_g L} = 2\pi \Delta f_{\text{FSR}} = 2\pi / T$$  \hspace{1cm} (2.7)

where $n_g$ is the group index of the waveguide, $\Delta f_{\text{FSR}}$ is the free spectral range (FSR) of $H_L$, and $T$ is the group delay of the waveguide. The relation between $n_g$ and $n_{\text{eff}}$ is expressed by

$$n_g = n_{\text{eff}}(\omega_0) + \omega_0 \frac{d n_{\text{eff}}(\omega)}{d \omega} \bigg|_{\omega_0}$$  \hspace{1cm} (2.8)

Further, the group delay of the waveguide $T$ can be calculated by

$$T = \frac{1}{\Delta f_{\text{FSR}}} = \frac{n_g L}{c_0}$$  \hspace{1cm} (2.9)

Then $H_L(\omega)$ can be written in terms of $T$ as

$$H_L(\omega) = r \cdot e^{-j\omega T}$$  \hspace{1cm} (2.10)

To simplify the periodic frequency response, $\omega T$ can be replaced by $\Omega$ which represents the angular frequency normalized to the FSR: $\Omega = \omega / \Delta f_{\text{FSR}} = \omega T$. Then $e^{-j\omega T}$ becomes $e^{-j\Omega}$, and $H_L(\Omega)$ is periodic with period $2\pi$. Furthermore, $e^{-j\Omega}$ can be replaced by $z^{-1}$. This is the well-known $z$-transform, which is widely used in digital filter theory [2] and where $z^{-1}$ is used as the representation of a unit delay. Then, a delay-based signal filtering process can be expressed by a polynomial of
z^{-1}, which simplifies the analyses of the filtering process. The z-transform of the 1 × 1 waveguide transmission line and its schematic drawing are given in Eq. (2.11) and Figure 2.3.

\[ H_L(z) = re^{-j\phi}z^{-1} \]  

\[ \begin{bmatrix} E^o_i \\ E^o_o \end{bmatrix} = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix} \begin{bmatrix} E^i_i \\ E^i_o \end{bmatrix} \]  

(2.12)

Figure 2.3: Schematic drawing of the z-transform of 1×1 waveguide transmission line (reflections in the system are neglected)

2.3.2 Transfer matrix of the 2×2 optical coupler

A 2×2 optical coupler has two input ports and two output ports. Consider, for example, \( E^i_n \) and \( E^o_n \) (\( n = 1, 2 \)) represent the complex amplitudes of the electric fields at input and output plane, respectively, as shown in Figure 2.4.

\[ \begin{bmatrix} E^o_1 \\ E^o_2 \end{bmatrix} = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix} \begin{bmatrix} E^i_1 \\ E^i_2 \end{bmatrix} \]

(2.12)

where the complex matrix \( \mathbf{H} \) is the transfer matrix. It has two bar-transfer functions \( H_{11}, H_{22} \) and two cross-transfer functions \( H_{12}, H_{21} \). The transfer matrix \( \mathbf{H}_{\text{tot}} \) of a composite device which is a concatenation of several elementary devices with individual transfer matrices \( \mathbf{H}_1, \mathbf{H}_2, \ldots, \mathbf{H}_{n-1}, \mathbf{H}_n \) is written as
A basic component of a 2×2 optical coupler is a directional coupler, as shown in Figure 2.5.

\[
H_{\text{tot}} = H_n H_{n-1} \cdots H_2 H_1
\]  

(2.13)

Figure 2.5: Implementation of 2×2 optical coupler with a directional coupler

Here, \( c = \sqrt{1 - \kappa} \) and \( -js = -j\sqrt{\kappa} \) are defined as bar-port and cross-port transmission coefficients, respectively, \( \kappa \) is the power coupling coefficient. Omitting both the constant factor representing the average delay and possible loss, the transfer matrix of a directional coupler is given by

\[
H_{\text{dc}} = \begin{bmatrix}
    c & -js \\
    -js & c
\end{bmatrix} = \begin{bmatrix}
    \sqrt{1 - \kappa} & -j\sqrt{\kappa} \\
    -j\sqrt{\kappa} & \sqrt{1 - \kappa}
\end{bmatrix}
\]  

(2.14)

Since loss is ignored here, the sum of the output powers equals the sum of the input powers by power conservation.

Another well-known 2 × 2 optical coupler is a symmetrical Mach-Zehnder Interferometer (MZI), as shown in Figure 2.6.

Figure 2.6: Implementation of 2×2 optical coupler with an MZI

It consists of 3 subsections, namely two directional couplers and a phase-shifting subsection in-between with two arms (signal paths) of equal length. The total transfer matrix of the MZI is calculated by multiplying the three individual matrices. Consider, for example, \( c_n = \sqrt{1 - \kappa_n} \) and \( -js_n = -j\sqrt{\kappa_n} \) are the bar-port and cross-port transmission coefficients of directional coupler \( n \) (\( n = 1, 2 \)), \( \Delta \phi \) is the phase
shift difference between the light in the two arms of the second subsection due to a small deviation from \( n_e \) in the upper arm. Again, omitting the constant factor representing the average delay and possible loss, then the transfer matrix of the MZI is given by

\[
H_{\text{MZI}} = \begin{bmatrix}
    c_2 & -j s_2 & e^{-j\Delta \phi} & 0 \\
    -j s_2 & c_2 & 0 & 1 \\
    0 & 1 & -j s_1 & c_1 \\
    -j s_1 & c_1 & 0 & 1
\end{bmatrix}
\]

\[
= \begin{bmatrix}
    -s_1 s_2 + c_1 c_2 e^{-j\Delta \phi} & -j(c_1 s_2 + s_1 c_2 e^{-j\Delta \phi}) \\
    -j(-s_1 c_2 + c_1 s_2 e^{-j\Delta \phi}) & -c_1 c_2 + s_1 s_2 e^{-j\Delta \phi}
\end{bmatrix}
\]

\[
= \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix}
\]

(2.15)

In practice the two couplers in the MZI can be considered identical: \( \kappa_1 = \kappa_2 = \kappa_{\text{DC}}, \) (\( \kappa_{\text{DC}} \) is a constant value in the range \([0, 1]\)). Insert this into Eq. (2.15), then the power coupling coefficient \( \kappa_{\text{MZI}} \) is written as

\[
\kappa_{\text{MZI}} = |H_{12}|^2 = |H_{21}|^2 = 4\kappa_{\text{DC}}(1 - \kappa_{\text{DC}})\cos^2\left(\frac{\Delta \phi}{2}\right)
\]

(2.16)

Eq. (2.16) shows that by changing \( \Delta \phi \) the value of \( \kappa_{\text{MZI}} \) can be tuned in the range \([0, 4\kappa_{\text{DC}}(1 - \kappa_{\text{DC}})]\). Figure 2.7 shows the tuning of \( \kappa_{\text{MZI}} \) for different values of \( \kappa_{\text{DC}} \).

As the complimentary effect, the tuning range of the bar-port power transmission ratio \( |H_{11}|^2 \) or \( |H_{22}|^2 \) is then \([1 - 4\kappa_{\text{DC}}(1 - \kappa_{\text{DC}}), 1]\). It can be calculated that when \( \kappa_{\text{DC}} = 0.5 \), the MZI is able to reach the ideal power coupling tuning range \([0, 1]\). Thus, in our application symmetrical MZIs are used as tunable couplers of the ORRs and \( \Delta \phi \) is added intentionally for the tuning purpose. Moreover, since loss is not considered here, the sum of the output powers equals the sum of the input powers by power conservation.

\[\text{Figure 2.7: Tuning of } \kappa_{\text{MZI}} \text{ for different values of } \kappa_{\text{DC}}\]
2.3.3 The transfer function of the ORR

With the knowledge of the $z$-transform of a waveguide transmission line and the transfer matrix $H$ of a $2\times2$ optical coupler, the $z$-transform schematic of an ORR can be obtained as shown in Figure 2.8.

![Figure 2.8: $z$-transform schematic of an ORR](image)

Following the paths, the transfer function of the ORR $H(z)$ can be derived by

$$H(z) = c - s^2 r z^{-1} e^{-j\phi} \left[ 1 + c r z^{-1} e^{-j\phi} + \left( c r z^{-1} e^{-j\phi} \right)^2 + \ldots \right]$$

The frequency response of the ORR in normalized angular frequency can be obtained from Eq. (2.17) by substituting $e^{-j\Omega}$ for $z^{-1}$, which is written as

$$H(\Omega) = \frac{\sqrt{1-\kappa} - r e^{-j\Omega} e^{-j\phi}}{\sqrt{1-\kappa r} r^{-1} e^{-j\Omega} e^{-j\phi}} = \frac{\sqrt{1-\kappa} - r e^{-j\omega T} e^{-j\phi}}{\sqrt{1-\kappa r} e^{-j\omega T} e^{-j\phi}}$$

To show the delay characteristics of the ORR, the concept of group delay is used, which is defined as the negative derivative of the phase of the transfer function with respect to the frequency [2]. In case the normalized angular frequency is used, the normalized group delay $\tau$ can be calculated by

$$\tau = -\frac{d\psi(\Omega)}{d\Omega} = -\frac{d}{d\Omega} \arctan \left[ \frac{\text{Im}(H(\Omega))}{\text{Re}(H(\Omega))} \right]$$

where $\tau$ is normalized to the roundtrip delay $T$. The absolute group delay can then be calculated by

$$\tau_g = T\tau$$
### 2.3.4 Time domain analysis

An ORR is modeled as a linear time-invariant system, which can also be characterized in the time domain by its impulse response $h(t)$ [3]. If $x(t)$ and $y(t)$ are used to represent the continuous-time input and output signal of the ORR, respectively, then their time-domain relation is given by

$$y(t) = h(t) * x(t) = \int_{-\infty}^{\infty} x(\tau)h(t - \tau)d\tau \quad (2.21)$$

The corresponding frequency domain relation is given by

$$Y(\omega) = H(\omega)X(\omega) \quad (2.22)$$

where $Y(\omega)$ and $X(\omega)$ are the Fourier transforms of $y(t)$ and $x(t)$, respectively, and $H(\omega)$ represents the frequency response of the ORR. When $H(\omega)$ is given, $h(t)$ can also be derived by inverse Fourier transform as

$$h(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H(\omega)e^{j\omega t} d\omega \quad (2.23)$$

Then by inserting Eq. (2.18) into Eq. (2.23), the impulse response of an ORR can be written as

$$h(t) = c\delta(t) - s^2 r \sum_{n=0}^{\infty} c^n r^n \delta[t - (n + 1)T] \quad (2.24)$$

where $\delta(t)$ is the impulse (delta) function [2]. Eq. (2.24) shows that an ORR has a discrete-time infinite impulse response (IIR) with delays integer multiples of $T$. This is because an ORR is a feedback system and each roundtrip in the ORR introduces a delay $T$ [4]. An example of the impulse response of an ORR with lossless waveguide and 3 dB coupling ($r = 1$, $\kappa = 0.5$, $c = s = \sqrt{2}/2$) is shown in Figure 2.9.

![Figure 2.9: Impulse response of a lossless ORR with 3 dB coupling](image-url)
Apparently, an ORR can be regarded as a discrete-time IIR filter, whose delays are integer multiples of a unit delay that is the smallest delay difference between different signal paths. In case of an ORR the unit delay is the roundtrip delay time $T$. Changing to the discrete domain, the delta function $\delta(t)$ in Eq. (2.24) can be replaced by the Kronecker delta function $\delta(k)$ [2], which gives

$$h(k) = c\delta(k) - s^2 r \sum_{n=0}^{\infty} c^n r^n \delta(k - 1 - n)$$

(2.25)

Now, the ORR is modeled as an IIR digital filter, which means that the well-known digital filter concepts can be used to analyze the properties of an ORR.

### 2.3.5 Optical all-pass filter

An ideal lossless ORR can be regarded as an optical all-pass filter [5]. The frequency response of an all-pass filter is given by

$$H_A(\omega) = e^{j\psi(\omega)}$$

(2.26)

It has a unity magnitude response $|H_A(\omega)| = 1$ and its phase or group delay can be tailored to approximate any desired response. In the digital domain, the $z$-transform of an all-pass filter can be formulated in a ratio between two polynomials [5]:

$$H_A(z) = e^{j\zeta} \frac{d_N^* + d_{N-1}^* z^{-1} + \cdots + z^{-N}}{1 + d_1 z^{-1} + \cdots + d_N z^{-N}} = e^{j\zeta} \frac{D_R^*(z)}{D_N(z)}$$

(2.27)

The coefficients in the numerator can be determined directly from those in the denominator by reversing the order of its coefficients and taking their complex conjugate. Here, $D_N(z)$ and $D_R^*(z)$ are used to represent such a polynomial pair. A constant phase factor, $\zeta$, is included for generality, which does not change the magnitude nor the group delay response. For an ideal lossless ORR, its transmission coefficient $r = 1$, and then its $z$-transform $H_{\text{lossless}}(z)$ can be written as

$$H_{\text{lossless}}(z) = -e^{-j\phi} \frac{-\sqrt{1 - \kappa} e^{j\phi} + z^{-1}}{1 - \sqrt{1 - \kappa} e^{-j\phi} z^{-1}} = -e^{-j\phi} \frac{d^* + z^{-1}}{1 + dz^{-1}} = -e^{-j\phi} \frac{D_R(z)}{D(z)}$$

(2.28)

where $d = -\sqrt{1 - \kappa} e^{-j\phi}$. This all-pass filter concept is also applicable for a cascade of ideal lossless ORRs, since the transfer function of a cascade is simply the product of those of the individual ORRs. Therefore, in practice a cascade of multiple low-loss ORRs plays a very similar role as an optical multi-stage all-pass filter and can be used to approximate any desired phase and group delay response.
2.4 Properties of ORR-based delay lines

2.4.1 Single ORR

To understand the signal processing principles of an ORR, one should turn to the ORR frequency response that describes how each frequency component of the input signal is modified by the ORR. From Eq. (2.18) the magnitude response of an ORR is given by

\[ |H(\Omega)| = \frac{1-\kappa+r^2-2r\sqrt{1-\kappa}\cos(\Omega+\phi)}{\sqrt{1+r^2(1-\kappa)-2r\sqrt{1-\kappa}\cos(\Omega+\phi)}} \]  

(2.29)

or more commonly in the optical domain, the power transfer in dB is given by

\[ |H(\Omega)|^2_{\text{dB}} = 10\log_{10} \left[ \frac{1-\kappa+r^2-2r\sqrt{1-\kappa}\cos(\Omega+\phi)}{1+r^2(1-\kappa)-2r\sqrt{1-\kappa}\cos(\Omega+\phi)} \right] \]  

(2.30)

The phase response and the corresponding group delay response of the ORR are given by

\[ \Psi(\Omega) = \arctan \left[ \frac{r}{\sqrt{1-\kappa}} \sin(\Omega+\phi) \right] - \arctan \left[ \frac{r\sqrt{1-\kappa} \sin(\Omega+\phi)}{1-r\sqrt{1-\kappa} \cos(\Omega+\phi)} \right] \]  

(2.31)

\[ \tau(\Omega) = \left[ \frac{r\sqrt{1-\kappa} \cos(\Omega+\phi)+r^2\sqrt{1-\kappa}}{1-2r\sqrt{1-\kappa} \cos(\Omega+\phi)+r^2\sqrt{1-\kappa}} + \frac{r^2-r\sqrt{1-\kappa} \cos(\Omega+\phi)}{1-2r\sqrt{1-\kappa} \cos(\Omega+\phi)+r^2} \right] \]  

(2.32)

**Phase and group delay**

Figure 2.10 shows the phase and group delay responses for three different resonance frequencies and Figure 2.11 shows the responses for three different coupling coefficients. These numerical examples reveal the most important properties of an ORR when it is applied as an optical delay line. In these examples, the roundtrip loss \( P_L = 0.5 \text{ dB} \) \((r = 10^{-P_L/20} \approx 0.95)\) is used for the ORR to match the low-loss condition \( P_L < 1 \text{ dB} \).

The frequency response of an ORR is controlled by the additional roundtrip phase shift \( \phi \) and the power coupling ratio \( \kappa \), which determine the offset of the resonance frequency and the shape of the phase/group delay response, respectively. When \( \kappa = 0 \), no portion of input light couples to the ring, so the ORR generates zero phase shift and zero delay. When \( \kappa = 1 \), the input light couples completely to the ring, and after one roundtrip couples completely out. In this case the ORR plays the same role as a 1 × 1 waveguide, so it has a linear phase transition of \( 2\pi \) over one FSR and a
flat group delay response with the value of the roundtrip delay. When \(0 < \kappa < 1\), portion of the input light couples to the ring, and after each roundtrip a portion of the input couples out, so that the output consists of the contributions from different roundtrips. In this case the phase transition over one FSR is still \(2\pi\), but the phase

![Normalized group delay](image)

**Figure 2.10**: (a) phase responses of a single ORR for different values of \(\phi\), (b) group delay responses of a single ORR for different values of \(\phi\).
shift varies increasingly sharper as the corresponding frequency approaches the resonance frequency, which, for most values of $\kappa$, results in a decreasing phase response and a bell-shaped group delay response centered at the resonance frequency as shown in Figure 2.10 and 2.11.

**Figure 2.11:** (a) phase responses of a single ORR for different values of $\kappa$, (b) group delay responses of a single ORR for different values of $\kappa$. 
However, for such a lossy ORR, if $\kappa$ is lower than the so-called critical coupling point [6], [7], the abnormal phase response, which breaks the property of the decreasing phase response, will occur around the resonance frequency, resulting in negative group delay [6], [7]. Numerical examples showing the abnormal phase response and the corresponding negative group delay response is given in Figure 2.12. The range of $\kappa$ resulting in negative delay will be explained in the next section.

![Graph (a)](image)

**Figure 2.12:** (a) phase response of a single ORR with abnormal phase shift, (b) group delay response of a single ORR with negative delay.
Tuning range

The relation between $\kappa$ and normalized peak delay $\tau_p$ at the resonance frequency is obtained by setting $\Omega + \phi$ to 0 in Eq. (2.3):

$$
\tau_p(\kappa) = \frac{r\sqrt{1-\kappa}}{1-r\sqrt{1-\kappa}} + \frac{r}{r-\sqrt{1-\kappa}}
$$

(2.33)

which is illustrated in Figure 2.13 for different values of the roundtrip loss.

Figure 2.13: Peak delay value $\tau_p$ against $\kappa$ for different values of roundtrip loss $P_L$

Figure 2.12 illustrates that an ORR is able to generate higher delays than its unit delay, and $\tau_p$ increases from 1 to infinity as $\kappa$ decreases from 1 to the so-called critical coupling point $\kappa_c$. From the second term of Eq. (2.33) it can be seen that the $\tau_p$ reaches infinity when $r - \sqrt{1-\kappa}$ equals zero ($r = c$). Then the critical coupling point $\kappa_c$ can be calculated by:

$$
\kappa_c = 1 - r^2 = 1 - 10^{-P_L/10}
$$

(2.34)

When $\kappa$ has a value lower than $\kappa_c$, the peak delay $\tau_p$ will have negative value as shown in Figure 2.12. The concept of the negative group delay is not in the scope of this thesis; therefore it will not be further discussed. The relevant information about the negative group delay can be found in [6], [7]. Here, we consider only the positive group delays generated by the ORR, and the practical operating range of $\kappa$ is ($\kappa_c, 1$).
**Bandwidth–delay relation**

Figure 2.11 (b) shows that when \( \tau_p \) increases, the width of the “bell” decreases. This occurs because the area under the group delay curve actually represents the phase shift of the ORR, which is a constant \( 2\pi \) for one FSR. Note that this observation reveals the inherent tradeoff of an ORR between delay value and bandwidth. A single ORR has its delay band around the resonance frequency, and the definition of bandwidth is illustrated in Figure 2.14, where the delay band is defined as the frequency band between the two vertical dashed lines, \( \Delta \Omega_{BW} \) is the corresponding bandwidth, \( \bar{\tau} \) is the average delay value over the delay band, and \( \Delta \tau \) is the maximum delay ripple (maximum range of delay variation) in the delay band. Note that all these three quantities are normalized with respect to the FSR of the ORR.

Besides the inherent tradeoff between the delay and the bandwidth, the waveguide loss also has influence on this relation of an ORR, since the roundtrip loss \( P_L \) of the ORR is also a factor determining the group delay response of the ORR (\( r = 10^{-P_L/20} \)). However, when the roundtrip loss is low, for example \( P_L = 1 \) dB, the effect of the waveguide loss on the delay bandwidth is negligible, as illustrated in Figure 2.15. In this figure three group delay responses for different values of roundtrip loss \( P_L \) are shown. These three group delay responses are tuned to have the same peak delay value \( \tau_p = 3 \), and it can be seen that for \( P_L = 1 \) dB the corresponding group delay response is hardly different than that in the ideal lossless case.

![Figure 2.14: Definition of delay bandwidth of a single ORR](image-url)
It can be seen from the previous section that the bandwidth-delay relation of ORRs is actually independent of the FSR of the ORR since both quantities are normalized to the FSR, namely normalized group delay and normalized angular frequency. In other words, the roundtrip length/physical size of the ORR is not a determinative factor of the delay functionality of the ORR. To illustrate this property, a numerical example is shown in Figure 2.15, where the group delay responses of two lossless ORRs with different FSRs, 5 GHz and 10 GHz, are compared on absolute time and frequency scale. Both group delay responses are tuned to have the same peak delay value of 5 ns. It can be seen that for the delay band region the two ORRs have the same group delay responses.

**Figure 2.15:** Group delay responses for different values of roundtrip loss $P_L$

**Roundtrip length–delay functionality relation**

It can be seen from the previous section that the bandwidth-delay relation of ORRs is actually independent of the FSR of the ORR since both quantities are normalized to the FSR, namely normalized group delay and normalized angular frequency. In other words, the roundtrip length/physical size of the ORR is not a determinative factor of the delay functionality of the ORR. To illustrate this property, a numerical example is shown in Figure 2.16, where the group delay responses of two lossless ORRs with different FSRs, 5 GHz and 10 GHz, are compared on absolute time and frequency scale. Both group delay responses are tuned to have the same peak delay value of 5 ns. It can be seen that for the delay band region the two ORRs have the same group delay responses.

**Figure 2.16:** Group delay responses between two ORRs with different FSRs
Power transfer and loss

After the illustration of phase and group delay response, now let us take a look at the power transfer of a single-stage ORR. Three numerical examples of group delay responses and the corresponding power transfers are shown in Figure 2.17. The normalized peak delays of the three group delay responses are set to the same value of 3. The group delay responses appear to overlap one another since the effect of the low roundtrip loss ($P_L < 1$ dB) on the group delay response of the ORR is negligible as explained in one of the previous sections. Compared to the group delay response, the power transfer of a lossy ORR has the same “bell” shape but an inverted version.

![Figure 2.17: Group delay responses and the corresponding power transfers of a single-stage ORR for different values of the roundtrip loss](image)

This is because higher group delay means longer distance which correspondingly gives higher loss. The relation between the loss at the resonance frequency $P_{L,R}$ and the coupling coefficient $\kappa$ can be found from Eq. (2.30), which is given by

$$P_{L,R}(\kappa) = -10\log_{10}\left[\frac{1-\kappa+r^2-2r\sqrt{1-\kappa}}{1+r^2(1-\kappa)-2r\sqrt{1-\kappa}}\right]$$ (2.35)

Three numerical examples of this relation for three different values of the roundtrip loss $P_L$ ($r = 10^{-P_L/20}$) are shown in Figure 2.18. It can be seen that when $\kappa = 1$, the ORR behaves as a line waveguide, and therefore $P_{L,R} = P_L$; when $\kappa$ decreases to the critical coupling point $\kappa_c$, the delay value approaches infinity (see Eq. (2.33)), and therefore the delay distance generated by the ORR and the corresponding loss increases to infinity.
Figure 2.18: Relation between the loss at resonance frequency and coupling coefficient of the ORR for three different roundtrip losses.

Then, by combining Eq. (2.33) and Eq. (2.35), one can obtain the relation between the loss and delay value at the resonance frequency of the ORR, which is given by

$$P_{L,R} = -10\log_{10}\left(\frac{2\tau^2 + \tau\tau^2 + \tau^2 - \sqrt{\tau^2 + 2\tau^2 + 4\tau^2}}{\tau^2 - \tau - 2\tau - \tau^2 + 4\tau^2} + 4\tau^2 + 4\tau^2 + 4\tau^2}\right)^2$$  \hspace{1cm} (2.36)

Three examples for three different values of the roundtrip loss $P_{L}$ ($r = 10^{-P_{L}/20}$) are shown in Figure 2.19. Unlike in the line waveguide case, the relation between the loss and delay of the ORR appears to be nonlinear, as indicated in Eq. (2.36). This effect becomes more noticeable when the ORR has higher roundtrip loss $P_{L}$. However, for the low-loss case ($P_{L} < 1$ dB) this nonlinearity is not significant, and one can assume that the loss increases proportionally with the delay value.

Figure 2.19: Relation between loss and group delay of an ORR for different $P_L$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.18.png}
\caption{Relation between loss at resonance frequency and coupling coefficient of the ORR for three different roundtrip losses.}
\end{figure}
2.4.2 Cascade of multiple ORRs

As shown in the previous section, the group delay response of an ORR becomes narrower as the peak delay value increases. When the required group delay value for the input signal is such that a single ORR cannot provide sufficient bandwidth, a cascade of multiple ORRs can be used to increase the delay bandwidth. The cascaded ORRs considered here are of the same FSR and have the same roundtrip loss. The transfer function of \( N \)-stage cascaded ORRs in normalized angular frequency is the product of those of the individual single-stage ORRs:

\[
H(\Omega) = \prod_{i=1}^{N} H_i(\Omega) = (\prod_{i=1}^{N} |H_i(\Omega)|)e^{j\sum_{i=1}^{N} \psi_i(\Omega)}
\]  

where \( H_i(\Omega) \) is the transfer function of the \( i \) th stage. The corresponding magnitude, power transmission, phase, and group delay response are given by

\[
|H(\Omega)| = \prod_{i=1}^{N} |H_i(\Omega)|
\]

\[
|H(\Omega)|_{\text{dB}}^2 = \sum_{i=1}^{N} 10\log_{10} |H_i(\Omega)|^2
\]

\[
\psi(\Omega) = \sum_{i=1}^{N} \psi_i(\Omega)
\]

\[
\tau(\Omega) = -\frac{d\psi(\Omega)}{d\Omega} = -\frac{d\sum_{i=1}^{N} \psi_i(\Omega)}{d\Omega} = \sum_{i=1}^{N} \tau_i(\Omega)
\]

**Group delay**

By properly choosing \( \phi_i \) and \( \kappa_i \) of each individual ORR in the cascade, a flattened delay band can be generated for a desired group delay value, which has an increased bandwidth. An example of the delay characteristic of a cascade of three ORRs is shown in Figure 2.20.

It can be seen that the generated delay band is not completely flat but has a ripple. Similar to the variation over the delay band of the single ORR, the ripple will result in unequal delays to different frequency components of the signals which fall in the delay band. Then when ORRs are used in an OBFN as the delay elements, the ripples will lead to variations in the beam angle of the antenna [8]. For a single ORR, to reduce the delay variation over the delay band means to reduce the bandwidth (see Figure 2.14). For a cascade of multiple ORRs, the delay ripple can be reduced by means of the so-called squeezing method [9], which means shifting the resonance frequencies of the individual ORRs closer to each other. This way, the bandwidth is also reduced accordingly. An illustration of the squeezing method for a 2-stage ORR cascade is given in Figure 2.21.
Optical ring resonator-based delay lines

Figure 2.20: Group delay response of a cascade of three ORRs (thick) and the corresponding individual ORRs in the cascade (thin)

Figure 2.21: Illustration of squeezing method to reduce delay ripple of a cascade of 2 ORRs: (a) before squeezing; (b) after squeezing.
**Power transmission and loss**

Although not illustrated, the power transmission response and group delay response of multi-stage cascaded ORRs still resemble the inverted version of each other, just like in the single ring resonator case. This is because both of the loss in dB and the group delay are generated by adding up the corresponding responses of the individual stages. The loss (attenuation) of multiple cascaded ORRs can be calculated by using Eq. (2.39).

**Bandwidth-delay relation**

For multiple cascaded ORRs, there are mutual tradeoffs between \( \bar{\tau}, \Delta \tau, \Delta \Omega_{BW} \) and the number of stages \( N \). The simulation results of these tradeoffs are illustrated in Figure 2.22 and 2.23 for up to a cascade of four ORRs. In Figure 2.22 it appears that the bandwidth increase from 2 to 3 ORRs is larger than that from 1 to 2 ORRs. Compared to a cascade of 2 ORRs, a cascade of 3 ORRs has the individual group delay response of the third ORR in the middle of the delay band, which has relatively lower peak delay value than the other two at the side in order to achieve a flattened delay band (see Figure 2.20), therefore it provides more bandwidth contribution than the other two according to the tradeoff between the bandwidth and the peak delay of ORRs. For the cascade of more ORRs, one can use the approximation that the delay bandwidth increases proportionally to the number of ORRs. This is because the added ORRs will have more or less the same peak delay as the other ORRs that forms the middle part of the flattened delay band, and therefore provide roughly equal bandwidth contributions.

![Figure 2.22: Relation between \( \Delta \Omega_{BW} \) and \( \Delta \tau \) for different number of ORRs (the average delay value of the delay band is fixed at \( \bar{\tau} = 5 \) )](image-url)
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By observing the simulation results in Figure 2.23, one can obtain the approximation that for fixed values of $\Delta \tau$ and $N$, $\bar{\tau}$ and $\Delta \Omega_{BW}$ have a straight-line-shaped relation on a log-log scale. Based on the explanation in Section 2.4.1, the area under the group delay curve represents the total phase shift of the cascaded ORRs over one FSR, and therefore equals to the constant $2\pi \cdot N$. Therefore, for a given pair of $\Delta \tau$ and $N$ the value of the product $\bar{\tau} \cdot \Delta \Omega_{BW}|_{\Delta \tau, N}$ can be given by

$$C_{\Delta \tau, N} = \bar{\tau} \cdot \Delta \Omega_{BW}|_{\Delta \tau, N} = 2\pi \cdot \bar{\tau}_g \cdot \Delta f_{BW}|_{\Delta \tau, N} = 2\pi \cdot N \cdot \varrho(\Delta \tau)$$ (2.42)

where $\varrho(\Delta \tau) = (0, \ldots, 1)$ is a factor, which indicates the effect of the delay ripple on the area under the delay band (for a fixed delay value the bandwidth of the ORRs increases/decreases with the delay ripple, as illustrated in Figure 2.22). It will be explained in Chapter 4 and 5 that the delay ripple requirement of the beam former demonstrator is $\Delta \tau \approx 0.5$, which is considered to be a condition for designing of the ORR-based delay elements (delay lines) of the beam former demonstrator. On this base, one can obtain from the simulation results in Figure 2.23 the relation:

$$\hat{C}_N = C_N / 2\pi = \frac{1}{2\pi} \cdot \bar{\tau} \cdot \Delta \Omega_{BW}|_N \approx N - 1 \quad (2.43)$$

Then, by combining Eq. (2.42) and Eq. (2.43), one can reach an approximation

$$N = \text{Round}(\hat{C}_N) + 1 = \text{Round}(\bar{\tau}_g \cdot \Delta f_{BW}|_N) + 1 \quad (2.44)$$
where \( \text{Round}(\ldots) \) is the operator of rounding off to the higher integer (to guarantee the number of ORRs is sufficient to provide the required bandwidth and delay value). Eq. (2.44) is useful for the architecture design of the ORR-based OBFN of the beam former demonstrator. One can use this equation to calculate how many ORRs are needed in a given OBFN architecture to be able to satisfy the corresponding requirements on the delay value and delay bandwidth. The architecture design of the ORR-based OBFN is further explained in Chapter 3.

2.5 Conclusions

With an ORR it is possible to generate higher group delays than its unit delay, which is continuously tunable. The delay of a single ORR has limited bandwidth. However, delay bandwidth enhancement can be obtained by using a cascade of multiple ORRs. Mutual tradeoffs between \( \bar{\tau}, \Delta\tau, \Delta\Omega_{\text{BW}} \) and the number of cascaded rings \( N \) exist in the ORR-based delay elements (delay lines). In reality an ORR introduces loss, and the total loss of the ORR-based delay element increases with the delay value. Moreover, the delay functionality of ORRs can be considered to be independent of the physical dimensions of the ORRs. As a result, a formula is derived for the estimation of the necessary number of ORRs for a desired group delay response.
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Chapter 3

Ring resonator-based optical beam forming network

3.1 Introduction

An optical ring resonator-based optical beam forming network (OBFN) for a receiving phased array antenna (PAA) consists of ORR-based delay elements (delay lines) and a signal combining circuitry. Through the OBFN, the antenna element (AE) signals are synchronized and combined to achieve the desired signal. There are several combining structures which can be used for an OBFN. As mentioned in the previous chapter, the system complexity is directly related to the total number of ORRs in the OBFN. Therefore, the structure which minimizes the required number of ORRs is preferred. However, the number of ORRs is not the only criterion for OBFN design. Some other aspects of the system should also be taken into account, such as scalability and system cost. In this chapter, several possible structures for an OBFN are presented. First of all, OBFN structures for one-dimensional linear array antennas are described. Next, the concept is extended to two-dimensional PAAs. In addition to that, OBFNs involving switching matrices or multiple wavelengths will also be discussed.

3.2 OBFN for linear array antennas

In this section we consider only the OBFNs for single-wavelength schemes where all modulated signals in the OBFN use the same optical carrier. In this case the power of the light source is divided over the OBFN channels, and coherent optical combining needs to be performed to achieve the maximally enhanced output of the desired radio frequency (RF) signals [1]. In this scheme the optical output power is equal to the input power (assuming a lossless OBFN), and only one optical detector is required to convert the combined signals from the optical domain back to the electrical domain. Comparatively, if the signal combining is performed in the electrical domain, the criteria for coherent combining are relaxed, however, each OBFN channel needs a separate optical detector, which increases the system complexity.
3.2.1 Parallel-structured OBFNs

Based on this single-wavelength scheme, the most straightforward way to construct an OBFN is to use an architecture with two stages: a parallel-structured delay stage followed by a combining stage (in short we call it the parallel structure). With the parallel structure each OBFN channel uses an independent ORR-based delay element (DE). Those DEs can be arranged in both symmetrical and asymmetrical manner in the OBFN.

**Symmetrical parallel structure**

A schematic layout of an OBFN with symmetrical parallel structure is given in Figure 3.1. In this example the OBFN has four inputs corresponding to a 4-element linear array antenna. The beam angle is defined as the angle between antenna normal and beam direction. The positive and negative sign of the beam angle indicates whether AE 1 or AE 4 is the last AE to receive a wavefront. If the signal from this last AE is considered as the reference for signal synchronization, the signals from other AEs will then require advanced-time offsets compared to the reference signal. The further an AE is spaced from the reference AE, the larger the time offset of the corresponding signal will be, and therefore the larger delay is required in the corresponding OBFN channel to compensate this time offset.

**Figure 3.1**: Schematic layout of a 4×1 OBFN with symmetric parallel structure

For the positive beam angle, AE 1 is the reference AE, and the signals from AE 2, 3, and 4 have linearly increasing time offsets. For the negative beam angle, AE 4 is the reference AE, and signals from AE 3, 2, and 1 have linearly increasing time offsets.
If the antenna is desired to have a beam scanning range $\Delta \theta$, then we define $\theta^{+}_{\text{max}} = \Delta \theta / 2$ and $\theta^{-}_{\text{max}} = -\Delta \theta / 2$ as the maximum positive and negative beam angle, respectively. Correspondingly, an OBFN with symmetrical parallel structure is needed. As shown in Figure 3.1, channel 1 has the same number of ORRs as channel 4; channel 2 has the same number of ORRs as channel 3. This structure is able to provide linearly increasing delays from channel 1 to channel 4 for positive beam angles and also from channel 4 to channel 1 for negative beam angles. Here, we consider that the delay differences between the signal paths of the beam former are only caused by the DEs in the OBFN. In practice when all the DEs in the OBFN are tuned to their minimum delays, still some delay differences would exist between the OBFN channels due to slight channel length differences from the OBFN mask design. However, this can be compensated by adjusting the lengths of the RF paths.

When the beam scanning range, number of antenna elements, interelement distance, and signal bandwidth are specified, one can estimate how many ORRs are necessary to use in the corresponding OBFN. For a general solution, we consider now an $M$-channel OBFN for an $M$-element linear array antenna ($M$ is an even number). The total number of ORRs in the OBFN $N_{TT}$ is calculated by

$$N_{TT} = \sum_{m=1}^{M} N_{m}$$  \hspace{1cm} (3.1)

where $N_{m}$ represents the number of ORRs in channel $m$ and can be calculated with the following steps. First, we calculate the maximum time offsets of AE $m$: $M_{T}^{AE}$.

The calculation is based on the beam scanning range $\Delta \theta$: $[\theta^{+}_{\text{max}} = -\Delta \theta / 2$, $\theta^{-}_{\text{max}} = \Delta \theta / 2]$, which is expressed by

$$M_{T}^{AE}$$

$$= \begin{cases} 
- \frac{\sin(|\theta^{+}_{\text{max}}|)(m-1)d}{c_{0}} = - \frac{\sin(\frac{\Delta \theta}{2})(m-1)d}{c_{0}} & (\frac{M}{2} + 1 \leq m \leq M) \\
- \frac{\sin(|\theta^{-}_{\text{max}}|)(M-m)d}{c_{0}} = - \frac{\sin(\frac{\Delta \theta}{2})(M-m)d}{c_{0}} & (1 \leq m \leq \frac{M}{2})
\end{cases}$$  \hspace{1cm} (3.2)

where $d$ is the interelement distance of the antenna, $c_{0}$ is the speed of light in vacuum, and the negative sign in front of the fraction indicates that the AE signal has advanced-time offset compared to the reference signal. If the signals have a bandwidth of $\Delta f_{s}$, then the corresponding group delay response of the ORR-based delay element (DE) of channel $m$ is characterized by $\Delta f_{BW} = \Delta f_{s}$ and $\bar{\tau}_{g} = -M_{T}^{AE}$. In addition to that, delay ripple $\Delta \tau = 0.5$ is used as a characteristic
of the ORR-based DEs as explained in Chapter 2. Then, Eq. (2.44) can be used here for the calculation of $N_m$, which is given by

$$N_m = \text{Round}(r_g \cdot \Delta f_{BW}) + 1 = \text{Round}(-M \cdot T_m^{AE} \cdot \Delta f_s) + 1 \quad (3.3)$$

Then, by inserting Eq. (3.3) in Eq. (3.1) and considering the symmetry of the OBFN, the total number of ORRs in the OBFN is given by

$$N_{TT}(M, d, \Delta \theta, \Delta f_s) = \sum_{m=1}^{M} N_m = 2 \sum_{m=1}^{M/2} n_m$$

$$= 2 \sum_{m=1}^{M/2} (\frac{\sin(\Delta \theta/2) \cdot (M-m) d}{c_0} \cdot \Delta f_s) + 1 \quad (3.4)$$

A numerical example corresponding to Eq. (3.4) is given in Example 3.1.

---

**Example 3.1**

Antenna specifications: $M = 4$; $d = 25$ cm; $\Delta \theta = 60^\circ$; $\Delta f_s = 1$ GHz

$N_1 = N_4 = \text{Round}(M \cdot T_1^{AE} \cdot \Delta f_s) + 1$

$= \text{Round}(\frac{\sin(30^\circ) \times (4-1) \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9) + 1 = 2 + 1 = 3$

$N_2 = N_3 = \text{Round}(M \cdot T_2^{AE} \cdot \Delta f_s) + 1$

$= \text{Round}(\frac{\sin(30^\circ) \times (4-2) \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9) + 1 = 1 + 1 = 2$

$N_{TT} = 2 \sum_{m=1}^{M/2} n_m = 2(N_1 + N_2) = 10$

---

**Asymmetrical parallel structure**

The schematic layout of a 4-channel OBFN with asymmetrical parallel structure is given in Figure 3.2. Unlike the OBFN with symmetrical parallel structure, this OBFN always uses AE 1 as the reference (or AE 4 if the OBFN is turned upside down). For positive beam angles, the signals of AE 2, 3, and 4 will have linearly increasing advanced-time offsets compared to the reference signal of AE 1. These time offsets can be compensated by the delays provided by the ORRs in the OBFN. However, for the negative beam angle, the signals of AE 2, 3, and 4 have linearly increasing delayed-time offsets compared to the reference signal of AE 1, which cannot be compensated by ORRs. To solve this, fixed delays can be added to the signals before they enter the ORRs as shown in Figure 3.2. The added delays should be such that they compensate the delayed-time offsets for the maximum negative beam angle. Then the AE signals will have advanced-time offsets for all the beam angels within the scanning range, which are two time as long as those when the system has no additional fixed delay as the example shown in Figure 3.1. Therefore,
when calculating the antenna time offset, a factor of 2 needs to be added, compared to Eq. (3.2). This will be seen in Eq. (3.5). The additional fixed delays can be achieved by introducing additional signal path length differences either in the RF paths or in the optical paths. The example in Figure 3.2 shows the additional signal path length differences in the RF paths.

![Figure 3.2: Schematic layout of a 4x1 OBFN with asymmetrical parallel structure](image)

Consider now a general $M$-channel OBFN with an asymmetrical parallel structure and additional fixed delays. Channel 1 is used as the reference channel. The beam scanning range and the interelement distance of the antenna are $\Delta \theta$ and $d$, respectively. Then, the maximum time offset of AE $m$ can be calculated by

$$M \cdot T_m = -\frac{2 \sin \left(\frac{\Delta \theta}{2}\right) (m-1)d}{c_0}$$  \hspace{1cm} (3.5)

Correspondingly, $N_m$ and $N_{TT}$ of the OBFN can be calculated by

$$N_m = \lfloor \text{Round} \left( \frac{g \cdot \Delta f_{BW}}{\Delta \theta} \right) + 1 \rfloor_m = \lfloor \text{Round} \left( -M \cdot T_m \cdot \Delta f_s \right) + 1 \rfloor$$  \hspace{1cm} (3.6)

$$N_{TT}(M, d, \Delta \theta, \Delta f_s) = \sum_{m=1}^{M} N_m$$

$$= \sum_{m=1}^{M} [\text{Round} \left( \frac{2 \sin \left(\frac{\Delta \theta}{2}\right) (m-1)d}{c_0} \cdot \Delta f_s \right) + 1]$$  \hspace{1cm} (3.7)

A numerical example corresponding to Eq. (3.7) is given in Example 3.2.

---

**Example 3.2**

Antenna specifications: $M = 4$; $d = 25$ cm; $\Delta \theta = 60^\circ$

Signal bandwidth: $\Delta f_s = 1$ GHz
\[ N_1 = 0 \text{ (reference channel)} \]
\[ N_2 = \text{Round}(M \cdot T_2 \cdot \Delta f_s) + 1 \]
\[ = \text{Round}\left(\frac{2\sin(30') \times (2 - 1) \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1 = 1 + 1 = 2 \]
\[ N_3 = \text{Round}(M \cdot T_3 \cdot \Delta f_s) + 1 \]
\[ = \text{Round}\left(\frac{2\sin(30') \times (3 - 1) \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1 = 2 + 1 = 3 \]
\[ N_4 = \text{Round}(M \cdot T_4 \cdot \Delta f_s) + 1 \]
\[ = \text{Round}\left(\frac{2\sin(30') \times (4 - 1) \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1 = 3 + 1 = 4 \]
\[ N_{\text{TT}} = \sum_{m=1}^{M} N_m = 9 \]

### 3.2.2 Binary-tree-structured OBFNs

As shown in the previous section, one way to construct an OBFN is to connect a delay stage to a separate combining stage. Instead of this, one can also construct an OBFN with multiple binary-combining stages, where signals of each two neighboring channels are synchronized and combined separately. The corresponding OBFN structure is called binary-tree structure.

Unlike the parallel structure, the binary-tree structure divides the signal combining process into multiple steps. First of all, the entire AE array is divided into multiple AE pairs formed by two neighboring AEs, and the signals of the each AE pair are synchronized and combined. After the first step, the two adjacent AE signals of each AE pair can be considered to have merged into one, and therefore a new imaginary AE array is then formed with half the number of elements and twice interelement distance. Then in the second step, this new imaginary AE array is again divided into multiple AE pairs, and each AE pair is synchronized and combined separately. This process will continue in such steps until all the AE signals are combined.

Each combining step requires a binary-combining stage consisting of ORR-based DEs and combining circuitry. The number of ORRs in each DE depends on the delay requirement of the corresponding combining step. When all the stages are connected together, a binary-tree structured OBFN is obtained. For a binary-tree structured OBFN, the number of inputs \( M \) is given by \( M = 2^K \) (\( K \) is the number of stages), and the ORR-based delay elements can be arranged in both symmetrical and asymmetrical manner between the channels.

**Symmetrical binary-tree structure**

A schematic layout of a 4-channel OBFN with symmetrical binary-tree structure is given in Figure 3.3.
Figure 3.3: Schematic layout of a symmetrical-binary-tree-structured 4×1 OBFN

In this figure, the OBFN is connected to a 4-element linear array antenna. To combine the signals from the four AEs, the OBFN consists of two stages. In each stage, both the upper and lower arms of a binary-combining section are equipped with a DE. This is because of the existence of both positive and negative beam angles. For a general $M = 2^k$-element linear array antenna, the distance between two neighboring AEs in each combining step is given by $2^{k-1} \cdot d$ where $k$ is the stage number $k = [1, \ldots, K]$, $d$ is the interelement distance), and since the beam scanning range is defined symmetrical about the normal of the antenna plane: $[\theta_{\text{max}}^n = -\Delta \theta / 2, \theta_{\text{max}}^p = \Delta \theta / 2]$, the AE signals from the upper and lower arms of each binary-combining section have an equal maximum time offset. For positive beam angles, the signal for the lower arm has an advanced-time offset against the signal for the upper arm; for the negative beam angles, it is the other way round. The maximum time offset of the $k$th stage $M \cdot T_k$ can be calculated by

$$M \cdot T_k = \frac{-\sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d}{c_0}$$

where the negative sign indicates that it is an advanced-time offset. For an $M$-channel binary-tree structured OBFN, the total number of ORRs in the OBFN $N_{TT}$ is calculated by adding up the number of ORRs of all binary-combining sections:

$$N_{TT} = \sum_{k=1}^{K} \frac{M}{2^k} \cdot N_k$$

where $M/2^k$ is the number of binary-combining sections in OBFN stage $k$, and $N_k$ is the number of ORRs in a binary-combining section of stage $k$. Then, using Eq. (2.44) the value of $N_k$ can be calculated by...
\[
N_k = N_k^U + N_k^L = 2N_k^U = 2[\text{Round}(\bar{t}_g \cdot \Delta f_{BW}) + 1]_k
\]

\[
= 2[\text{Round}(M T_k \cdot \Delta f_s) + 1]
\]  

(3.10)

where \(N_k^U\) and \(N_k^L\) represents the number of ORRs of the upper and lower arm of the binary-combining section, which are equal because of the structural symmetry. Further, by combining Eq. (3.8) — Eq. (3.10) the total number of ORRs in the OBFN in given by

\[
N_{TT}(M, d, \Delta \theta, \Delta f_s) = \sum_{k=1}^{K} \frac{M}{2^k} \cdot N_k
\]

\[
= \sum_{k=1}^{K} \frac{M}{2^k} \cdot 2[\text{Round}(\frac{\sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d}{c_0} \cdot \Delta f_s) + 1]
\]  

(3.11)

A numerical example corresponding to Eq. (3.11) is given in Example 3.3.

---

**Example 3.3**

Antenna specifications: \(M = 2^K = 4\) \((K = 2)\); \(d = 25 \text{ cm}\); \(\Delta \theta = 60^\circ\)

Signal bandwidth: \(\Delta f_s = 1 \text{ GHz}\)

\(N_1 = 2 \times \left[\text{Round}\left(\frac{\sin(30^\circ) \times 1 \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1\right] = 2 \times [1 + 1] = 4\)

\(N_2 = 2 \times \left[\text{Round}\left(\frac{\sin(30^\circ) \times 2 \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1\right] = 2 \times [1 + 1] = 4\)

\(N_{TT} = \sum_{k=1}^{K} \frac{M}{2^k} \cdot N_k = 2 \times 4 + 1 \times 4 = 12\)

---

**Asymmetrical binary-tree structure**

The schematic layout of a 4-channel OBFB with asymmetrical binary-tree structure is given in Figure 3.4. In this scheme, channel 1 is used as the reference channel for all beam angles. Like the scheme for the OBFB with asymmetrical parallel structure, the fixed delays are added in the RF paths to compensate the delayed-time offsets caused by the negative beam angles. This way, for all beam angles in the scanning range the signal for the lower arm of each binary-combining section has advanced-time offset against that for the upper arm. In this case only the lower arms of the binary-combining sections need DEs.

For the \(k\)th stage of the OBFB, the maximum time offset of the AE signal for the lower arm of a binary-combining section occurs when the antenna beam is at the maximum positive angle. Using the same time-offset principle as for the OBFB with
Figure 3.4: Schematic layout of an asymmetrical-binary-tree-structured 4×1 OBFN

Asymmetrical parallel structure, this maximum advanced-time offset $M \cdot T_k$ is two times as long as that for the OBFN with symmetric binary-tree structure. Then, $M \cdot T_k$ of an $M$-channel ($M = 2^K; K$ is the total number of stages) asymmetrical binary-tree-structured OBFN can be calculated by

$$M \cdot T_k = -\frac{2 \sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d}{c_0}$$  \hspace{1cm} (3.12)

Correspondingly, $N_k$ and $N_{TT}$ of the OBFN can be estimated by

$$N_k = \left[\text{Round}(\bar{t}_d \cdot \Delta f_{BW}) + 1\right] = \left[\text{Round}(M \cdot T_k \cdot \Delta f_s) + 1\right]$$ \hspace{1cm} (3.13)

$$N_{TT}(M, d, \Delta \theta, \Delta f_s) = \sum_{k=1}^{K} \frac{M}{2^k} \cdot N_k$$

$$= \sum_{k=1}^{K} \frac{M}{2^k} \cdot \left[\text{Round}\left(\frac{2 \sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d}{c_0} \cdot \Delta f_s\right) + 1\right]$$ \hspace{1cm} (3.14)

A numerical example corresponding to Eq. (3.14) is given in Example 3.4.

**Example 3.4**

Antenna specifications: $M = 2^K = 4$ ($K = 2$); $d = 25$ cm; $\Delta \theta = 60 ^\circ$

Signal bandwidth: $\Delta f_s = 1$ GHz

$N_1 = \text{Round}\left(\frac{2 \sin(30^\circ) \times 1 \times 25 \times 10^{-2}}{3 \times 10^6} \cdot 1 \times 10^9\right) + 1 = 1 + 1 = 2$

$N_2 = \text{Round}\left(\frac{2 \sin(30^\circ) \times 2 \times 25 \times 10^{-2}}{3 \times 10^6} \cdot 1 \times 10^9\right) + 1 = 2 + 1 = 3$

$N_{TT} = \sum_{k=1}^{K} \frac{M}{2^k} \cdot N_k = 2 \times 2 + 1 \times 3 = 7$
Based on the above four numerical examples, it is shown that for the same antenna specifications and signal bandwidth the OBFN with the asymmetrical binary-tree structure leads to the least number of necessary ORRs. Besides, it also benefits the scalability of the system. Each time adding one more stage in the OBFN means the number of input ports will be doubled. A corresponding OBFN with three stages is shown in Figure 3.5, which is an extension of the OBFN in Figure 3.4.

![Figure 3.5: Schematic of an 8×1 OBFN with asymmetric binary-tree structure](image)

### 3.3 OBFN for rectangular \( M \times N \) array antennas

A rectangular \( M \times N \) array antenna can be regarded as \( M \) sets of \( N \)-element linear sub-arrays placed parallel to one another [2], as shown in Figure 3.6.

![Figure 3.6: \( M \times N \) array antenna](image)
In this case signal combining of the antenna elements can be performed analogously to that of the linear array antenna, but in two steps. In the first step the same signal combining process is performed in all \(N\)-element linear sub-arrays (along the Y-axis up) in a parallel manner. This step results in a new imaginary \(M\)-element linear array lying along the X-axis as illustrated in Figure 3.6. Then in the second step the signal combining of this \(M\)-element array is performed.

The corresponding OBFN consists of two sections for the two signal combining steps. The first section has \(M\) parallel sets of \(N\)-channel combining circuits and the second section combines the outputs of the first section by an \(M\)-channel combining circuit. If \(M = 2^K, N = 2^W\) (\(K\) and \(W\) are integers), and the beam scanning ranges in the X-Z and the Y-Z plane, \(\Delta \theta_{XZ}\) and \(\Delta \theta_{YZ}\), are both symmetrical with regard to the antenna normal, then the asymmetrical binary-tree structure can be used for those \(N\)-and \(M\)-channel combining circuits of the OBFN. This is illustrated by the schematic of the 16 \(\times\) 1 OBFN for a 4 \(\times\) 4 antenna array which is shown in Figure 3.7. Correspondingly, based on Eq. (3.14), the total number of necessary ORRs in the \(M \times N\)-channel OBFN \(N_{TT}^{M \times N}\) can be calculated by

\[
N_{TT}^{M \times N}(M, N, d, \Delta \theta_{YZ}, \Delta \theta_{XZ}, \Delta f_s) = M \cdot N_{TT}(N, d, \Delta \theta_{YZ}, \Delta f_s) + N_{TT}(M, d, \Delta \theta_{XZ}, \Delta f_s) \tag{3.15}
\]

Alternatively, a rectangular \(M \times N\) array antenna can also be regarded as \(N\) sets of \(M\)-element linear sub-arrays placed parallel to one another. In this case the first section of the OBFN has \(N\) parallel sets of \(M\)-channel combining circuits and the second section combines the outputs of the first section by an \(N\)-channel combining circuit. Then the total number of necessary ORRs in the \(M \times N\)-channel OBFN \(N_{TT}^{M \times N}\) can be calculated by

\[
N_{TT}^{M \times N}(N, M, d, \Delta \theta_{XZ}, \Delta \theta_{YZ}, \Delta f_s) = N \cdot N_{TT}(M, d, \Delta \theta_{XZ}, \Delta f_s) + N_{TT}(N, d, \Delta \theta_{YZ}, \Delta f_s) \tag{3.16}
\]

The choice of the above two combining schemes for the OBFN depends on which one leads to less ORRs, namely lower OBFN complexity.

A numerical example is given in Example 3.5.

---

**Example 3.5**

Antenna specifications: \(M = 4; N = 4; d = 10\) cm; \(\Delta \theta_{XZ} = 60^\circ; \Delta \theta_{YZ} = 60^\circ;\)

Signal bandwidth: \(\Delta f_s = 1\) GHz

\(N_{TT}(N, d, \Delta \theta_{YZ}, \Delta f_s)\)

\[
= 2 \times \left[ \text{Round}\left( \frac{2 \sin(30^\circ) \times 1 \times 10^{-2}}{3 \times 10^8} \cdot 10^9 \right) + 1 \right] + \left[ \text{Round}\left( \frac{2 \sin(30^\circ) \times 2 \times 10^{-2}}{3 \times 10^8} \right) \right].
\]
\[ N_{TT}(M, d, \Delta \theta_{XZ}, \Delta f_s) = 2 \times \left[ \text{Round} \left( \frac{2 \sin(30^\circ) \times 1 \times 10^{-2}}{3 \times 10^8} \right) \times 10^9 \right] + 1 \]

\[ N_{TT}^{M \times N} = M \times N_{TT}(N, d, \Delta \theta_{YZ}, \Delta f_s) + N_{TT}(M, d, \Delta \theta_{XZ}, \Delta f_s) = 30 \]

\[ 10^9 + 1 = 6 \]

**Figure 3.7**: Schematic layout of a 16-channel OBFN with asymmetrical binary-tree structure for a 4×4 array antenna
3.4 Alternative schemes for an OBFN

As explained before, the system complexity is directly related to the number of ORRs in the OBFN. Besides the OBFN schemes described previously, some alternative OBFN schemes which can further reduce the number of ORRs are described in this section. However, these alternative OBFN schemes may also bring other practical disadvantages.

Adding a switch matrix in front of the OBFN

For a given PAA, the antenna size and desired beam scanning range are the factors that determine the maximum delay requirement for the delay elements in the OBFN. As shown in Section 3.2, the asymmetrical binary-tree structure is more advantageous for the OBFN complexity than the other three structures, and the corresponding DEs must be able to provide delays for both positive and negative beam angles. However, if the OBFN is only needed to provide delays for positive angles \([0, \theta_{\text{max}}^p = \Delta \theta / 2]\), then the additional path length differences can be removed and correspondingly the maximum time offset \(M \cdot T_k\) for the \(k\)th stage of an \(M\)-channel \((M = 2^K)\) asymmetrical binary-tree structured OBFN can be calculated by

\[
M \cdot T_k = -\frac{\sin(\Delta \theta / 2) \cdot 2^{k-1} \cdot d}{c_0} \quad (3.17)
\]

Then, \(N_k\) and \(N_{TT}\) of the OBFN can be estimated by

\[
N_k = \text{Round}(\bar{\tau}_g \cdot \Delta f_{BW}) + 1 \quad (3.18)
\]

\[
N_{TT}(M, d, \Delta \theta, \Delta f_s) = \sum_{k=1}^{K} M \cdot \text{Round}\left(\frac{\sin(\Delta \theta / 2) \cdot 2^{k-1} \cdot d}{c_0} \cdot \Delta f_s\right) + 1 \quad (3.19)
\]

Thus, the total number of necessary ORRs will decrease resulting in a lower OBFN complexity. Then, the question is how to achieve the negative beam angles using this OBFN. The solution is to use a switch matrix between the AEs and the OBFN inputs. This switch matrix can be implemented in the electrical or in the optical domain [3], [4]; it should be able to work in two different states: bar state (AE \(n\) to CH \(n\)) and cross state (AE \(n\) to CH \(N - n + 1\)), as shown in Figure 3.8. Assume that all the signal paths in the switch matrix have equal path lengths, and the DEs of the OBFN are set to achieve a positive beam angle \(\theta\) with the switch matrix in bar state. Then, when the switch matrix changes to cross state, the beam will be flipped to its mirror-image position with respect to the antenna normal, resulting in the negative beam angle \(-\theta\). This way, the system is capable of reaching both positive and negative beam angles.
This idea can also be applied to the OBFN for $M \times N$ array antennas. As illustrated in Figure 3.7, an OBFN for array antennas can be regarded as a combination of multiple sub-OBFNs for linear array antennas, thus a switch matrix can be added to each of the sub-OBFNs. A numerical example which compares OBFNs with and without a switch with respect to the total number of necessary ORRs is given in Example 3.6. The corresponding OBFNs are shown in Figure 3.9. Compared to the non-switched case, the switch scheme can approximately reduce the total number of necessary ORRs by a factor of two, resulting in a lower OBFN complexity. But the disadvantage of this scheme is that it may eventually increase the complexity of the entire beam former system due to the additional switching circuit. The complexity of the switching circuit and its control system increases fast with its number of inputs, especially when the switching is performed in the optical domain [3], [4].

**Example 3.6**

Antenna specifications: $M = 2$ $(K = 1)$; $d = 40$ cm; $\Delta \theta = 60^\circ$ $(\theta_{\text{max}}^D = \Delta \theta / 2 = 30^\circ)$; Signal bandwidth: $\Delta f_s = 2$ GHz; OBFN structure: asymmetrical binary-tree;

Without switch: $N_{TT} = \sum_{k=1}^{K} \left\lceil \frac{M}{2^k} \cdot \text{Round} \left( \frac{2 \sin \left( \frac{\Delta \theta}{2} \right) \cdot k \cdot d}{c_0} \cdot \Delta f_s \right) + 1 \right\rceil$

\[= \text{Round} \left( \frac{2 \sin (30^\circ) \times 40 \times 10^{-2}}{3 \times 10^8} \cdot 2 \times 10^9 \right) + 1 = 4 \]

With switch: $N_{TT} = \sum_{k=1}^{K} \left\lceil \frac{M}{2^k} \cdot \text{Round} \left( \frac{\sin (\Delta \theta/2) \cdot k \cdot d}{c_0} \cdot \Delta f_s \right) + 1 \right\rceil$

\[= \text{Round} \left( \frac{\sin (30^\circ) \times 40 \times 10^{-2}}{3 \times 10^8} \cdot 2 \times 10^9 \right) + 1 = 2 \]
Figure 3.9: OBFNs without (upper) and with switch (lower) for the same beam scanning angle

Multi-wavelength scheme

Instead of a single-wavelength OBFN system, one can also design an multi-wavelength OBFN which makes use of the wavelength periodicity of the ORRs. To simplify the explanation, we use an OBFN for a 4-element linear array antenna for instance; four optical carriers with different wavelengths are assigned to four AEs, as shown in Figure 3.10.

Figure 3.10: Drawings of a 4-channel multi-wavelength OBFN with equal-FSR delay elements (upper) and its group delay response (lower)
If the signal of AE 1 (on $\lambda_1$) is defined as the reference for signal synchronization, then the OBFN needs only to compensate the time offsets of the other three AE signals (on $\lambda_2$, $\lambda_3$, and $\lambda_4$). As explained in Section 3.2, when AE 1 is the reference AE for both positive and negative beam angles, the straightforward way to construct the OBFN is to use the asymmetrical parallel structure as shown in Figure 3.2. However, in this multi-wavelength case, the ORR-based DEs are tuned to generate their bandwidth-limited delay bands at $\lambda_2$, $\lambda_3$, and $\lambda_4$, respectively, instead of at the same wavelength. This way, the delay bands of those DEs do not overlap in the optical frequency (wavelength) domain provided that the frequency intervals between the optical carriers are larger than the delay bandwidth. Owing to this delay-band separation and the fact that signals on different wavelengths do not interfere with one another, those parallel delay paths in the OBFN can be replaced by a common path with all the DEs placed in a cascade as shown in Figure 3.10. To guide the four AE signals into a common signal path, an optical multiplexer can be used for almost lossless combining [5], [6]. Instead of using a multiplexer, a simple $2 \times 2$ coupler-based binary-tree combining structure can also be used to combine multiple wavelengths, however, this will result in an additional 3 dB optical power loss at each coupler [7]. Moreover, the DEs in the OBFN should have such an FSR that there is no spectral overlap between their delay bands (here, we assume that all the delay elements have the same FSR), which also means the more channels (wavelengths) there are, the larger the FSR must be, and thus the smaller the size of the required ORRs. It will be further explained in Chapter 5 that in waveguide realization the minimum size of an ORR is limited by the length of applied tuning elements and the achievable minimum bend radius of the waveguide. Therefore, this OBFN scheme can only accommodate a limited number of inputs, which is a disadvantage for system scalability.

Compared to the single-wavelength OBFN shown in Figure 3.2, the above multi-wavelength OBFN uses a common path for all DEs, but this does not change the delay requirements on each DE in the OBFN (i.e. maximum delay value and delay bandwidth) for the same antenna specifications. Thus, this OBFN scheme does not have advantages for system complexity. However, when an OBFN for a linear array antenna works with multiple wavelengths and its DEs have different FSRs, it is not necessary anymore to use as many DEs as in the previous OBFN scheme, or in other words, the number of the required DEs can be further reduced. To understand this idea, let us look at the example shown in Figure 3.11.

In this example, the OBFN is for a 4-element linear array antenna. The signal of AE 1 (on $\lambda_1$) is defined as the reference signal, thus the OBFN should provide different delays for the other AE signals (on $\lambda_2$, $\lambda_3$, and $\lambda_4$). In Figure 3.11 DE 1
and DE 2 with different FSRs are the only two DEs used in the OBFN instead of three DEs with an equal FSR as shown in Figure 3.10. In this case, DE 1 and DE 2 have their individual delay bands at \( \lambda_2 \) (for AE 2) and \( \lambda_3 \) (for AE 3), respectively. In addition to that, both of them also repeat their delay bands at \( \lambda_4 \) where a delay level equal to the summation of the two individual delays of DE 1 and DE 2 is achieved without the requirement of a third DE. As explained in Section 3.2, for a linear array antenna the required delay level for an AE increases linearly with the distance between that AE and the reference AE (AE 1). Thus, when DE 1 and DE 2 are tuned individually to provide the required delays for AE 2 and AE 3, the required delay for AE 4 is also achieved, since the required delay value for AE 4 equals the summation of those for AE 2 and AE 3 according to the antenna geometry.

\[ \text{Figure 3.11: Drawings of 4-channel multi-wavelength OBFN with unequal-FSR delay elements (upper) and its group delay response (lower)} \]

Compared to the previous example, this multi-wavelength OBFN does not need a dedicated DE for AE 4, and therefore the OBFN complexity is significantly reduced. Using this principle, a multi-wavelength OBFN with \( N \) unequal-FSR DEs is able to provide a maximum of \( 2^N \) different delay values for the delay bands at different wavelengths. Those non-zero delay values at different wavelengths are generated either by the DEs individually or by means of the summation of the delay contributions of different DEs. Such an OBFN can be used to control a linear array antenna with up to \( M = 2^N \) AEs.
The selection of the FSRs of the DEs and the optical carrier wavelengths can be done in various ways. However, to achieve this maximum of $2^N$ different delay values at different delay bands using $N$ DEs, there are two conditions which must be fulfilled when doing the selection. The first condition is that the FSR of a DE must not be an integer multiple of that of another DE; the second one is that the difference between the FSRs of two DEs must be larger than the bandwidth of the delay bands. This way, the DEs are able to generate their delay bands at different wavelength, and in the meantime there is no unwanted aliasing between those delay bands. Furthermore, the selected FSRs should be as small as possible to minimize the total optical bandwidth occupation of the system. For easy understanding, an example of the principle is given in Figure 3.12. In this example, the schematic of a cascade of three DEs with different FSRs and a possible arrangement of the delay bands and wavelengths of the optical carriers are illustrated. The FSRs of these three DEs are chosen to be prime-number multiples of a fixed bandwidth $\Delta f$, namely $\text{FSR}_1 = 2\Delta f$, $\text{FSR}_2 = 3\Delta f$, and $\text{FSR}_3 = 5\Delta f$, so that the first condition for FSR selection is fulfilled. Furthermore, $\Delta f$ is chosen to be larger than the bandwidth of the delay bands, so that the second condition is also fulfilled. In this case, eight different delay levels (including zero delay) are achieved at eight different wavelengths, and the total optical bandwidth occupation of the system is $15\Delta f$.

![Figure 3.12](image_url)

**Figure 3.12:** Schematic of a cascade of three DEs with different FSRs (upper); a possible arrangement of the delay bands and the wavelengths of the optical carriers (lower).
Although the DEs in the multi-wavelength OBFN are tuned to have their delay bands at different wavelengths, the desired group delay response of a DE is still characterized by $\Delta f_{BW} = \Delta f_s$ and $\bar{\tau}_g = -M \cdot T_s$, where $\Delta f_s$ is the signal bandwidth and $M \cdot T_s$ is the maximum time offset of the signal from the corresponding AE as in Eq. (3.5) — Eq. (3.7) for the asymmetrical parallel-structured OBFN. Based on the principle as shown in Figure 3.12, if AE 1 of the linear array antenna is regarded as the reference AE for signal synchronization and the individual delay provided by DE $n$ is used for AE $2^{n-1} + 1$ ($n = 1, 2, ..., N$), the number of necessary ORRs of DE $n$ and the total number of necessary ORRs of the $M$-channel ($M = 2^N$) multi-wavelength OBFN can be calculated by

$$N_n = \left[\text{Round}(\bar{\tau}_g \cdot \Delta f_{BW}) + 1\right]_{DEn} = \left[\text{Round}(-M \cdot T_{2^{n-1}} \cdot \Delta f_s) + 1\right]$$  

$$N_{TT}(N, d, \Delta \theta, \Delta f_s) = \sum_{n=1}^{N} N_n$$

$$= \sum_{n=1}^{N} \left[\text{Round}\left(\frac{2 \sin(\Delta \theta/2) \cdot n \cdot d}{c_0} \cdot \Delta f_s\right) + 1\right]$$  

A numerical example corresponding to Eq. (3.21) is given in Example 3.7.

**Example 3.7**

Antenna specifications: $M = 4$; $d = 25$ cm; $\Delta \theta = 60^\circ$

Signal bandwidth: $\Delta f_s = 1$ GHz

Minimum number of delay elements: $N = 2$

$N_1 = \text{Round}\left(\frac{2 \sin(30^\circ) \times 1 \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1 = 1 + 1 = 2$

$N_2 = \text{Round}\left(\frac{2 \sin(30^\circ) \times 2 \times 25 \times 10^{-2}}{3 \times 10^8} \cdot 1 \times 10^9\right) + 1 = 2 + 1 = 3$

$N_{TT} = \sum_{n=1}^{N} N_n = 2 + 3 = 5$

Comparing the above example with the examples in Section 3.2, it is clear that for the same antenna specifications, the multi-wavelength OBFN requires less ORRs than the single-wavelength OBFN, resulting in lower OBFN complexity. However, the multi-wavelength scheme requires multiple laser sources and a multiplexer, which increases the system cost. Moreover, the arrangement of the FSRs of the DEs and the allocation of optical carrier wavelengths increases the difficulties in device realization and system implementation drastically as the number of OBFN inputs increases. Thus, the multi-wavelength OBFN can only allow a limited number of inputs, which is a disadvantage for system scalability.
**Combined scheme**

Instead of using the schemes listed above individually, one can also combine two or more of them to construct an OBFN. The combined scheme could be more advantageous than the individual schemes, especially when the number of antenna elements is large. To give an example of this idea, let us consider an OBFN for a 16-element linear array antenna. One can use the multi-wavelength scheme to minimize the number of necessary ORRs in the OBFN. However, this scheme would require 16 lasers and 5 DEs with different FSRs, which means that a complicated wavelength and FSR arrangements must be performed to provide required delays for 16 spectrally separated signal channels. Moreover, the corresponding FSR requirements might demand very small ORRs, which bring challenges to the device realization technology. Thus, in this case using the multi-wavelength scheme alone would not be a practical choice.

Alternatively, one can use a combined scheme, for example to combine the binary-tree scheme and multi-wavelength scheme. The antenna can be first divided into four smaller 4-element linear sub-arrays as shown in Figure 3.13.

![Figure 3.13: Drawing of the OBFN based on combined scheme](image)

For each sub-array, the single-wavelength binary-tree structure scheme is used. The combination between the four sub-arrays is performed by the multi-wavelength scheme. As shown in Figure 3.13, the corresponding OBFN consists of two stages. The first stage has four 4-channel binary-tree combining structures, each of which works with a different wavelength. Then the second stage has four inputs on
different wavelengths. Thus, only two unequal-FSR DEs are needed in the second stage as explained in the previous section. In this way, there will be a better balance between the number of ORRs, the number of laser sources, and the difficulties for device realization and system implementation. A numerical example showing the number of necessary ORRs of this combined scheme OBFN in comparison with that of a binary-tree structured OBFN is given in Example 3.8.

Furthermore, switches could also be added between the antenna and OBFN to further reduce the number of necessary ORRs by approximately a factor of two. However, this is only applicable if the eventual chip area and power consumption of the entire system (OBFN + switch matrix) is significantly lower.

---

**Example 3.8**

Antenna specifications: \( M = 2^K = 16 \) \((K = 4)\); \( d = 25 \text{ cm} \); \( \Delta \theta = 60^\circ \)

Signal bandwidth: \( \Delta f_s = 2 \text{ GHz} \)

Binary-tree structured OBFN:

\[
N_{TT} = \sum_{k=1}^{K} \frac{M}{2^k} \cdot \left[ \text{Round}\left(\frac{2\sin(\Delta \theta / 2) \cdot 2^{k-1} \cdot d}{c_0} \cdot \Delta f_s\right) + 1 \right] = 70
\]

Combined scheme OBFN:

Sub-array dimensions: \( M' = 2^{K'} = 4 \) \((K' = 2)\); \( d = 25 \text{ cm} \)

Inter-sub-array distance: \( d' = 4d = 100 \text{ cm} \)

No. of wavelengths: 4 (minimum No. of DEs for stage 2 of the OBFN: \( N = 2 \))

\[
N_{TT} = 4 \sum_{k=1}^{K} \frac{M'}{2^k} \cdot \left[ \text{Round}\left(\frac{2\sin(\Delta \theta / 2) \cdot 2^{k-1} \cdot d}{c_0} \cdot \Delta f_s\right) + 1 \right] + \sum_{n=1}^{N} \left[ \text{Round}\left(\frac{2\sin(\Delta \theta / 2) \cdot n \cdot d'}{c_0} \cdot \Delta f_s\right) + 1 \right] = 62
\]

---

### 3.5 Optical combiner and phase shifter

**Optical combiner**

To achieve coherent optical combining, optical combiners are required in the OBFN. The simplest implementation of an optical combiner is a directional coupler (DC). However, it is difficult to realize a tunable DC with the used waveguide technology (the waveguide technology will be further explained in Chapter 5). An alternative solution for an optical combiner is to use a symmetrical MZI, which can couple the light from two input ports to a common output port with a certain coupling ratio determined by the phase difference between the two branches of the MZI. In practice a symmetrical MZI can easily be made tunable by adding an optical phase shifter in one of its arms. Moreover, it is tolerant to wavelength variations and
fabrication errors [7], [8]. With tunable combiners one can remove the power differences between the OBFN channels so that the contribution of every antenna element to the output can be controlled. The tunable combiners can also be used to achieve amplitude tapering for beam forming purpose [9]-[11].

**Optical phase shifter**

In case a beam former system is based on the single-wavelength scheme where the optical carriers of all channels originate from a single laser, optical coherent combining has to be performed in the OBFN [1]. Consequently an optical phase synchronizer will be needed in one of the two input channels of each combiner in the OBFN to synchronize the phases of the two optical signals. Then, there are three kinds of tunable components in the OBFN, namely ORR-based delay elements, MZI-based optical combiners, and optical phase synchronizers. In practice all these three kinds of components achieve their tunability by means of using optical phase shifters (OPSs) which provides additional optical phase shifts in the optical paths. The full tuning range of the additional optical phase shift is $[0, ..., 2\pi]$. The power coupling ratio of an MZI can be tuned by changing the phase difference between the two MZI arms as explained in Chapter 2. Actually OPSs are the only kind of tuning elements required for an ORR-based OBFN, which in fact simplifies the system design and device realization. An illustration of using OPSs for all tunable components of an OBFN is shown in Figure 3.14.

![Figure 3.14: Schematic layout of a 2×1 OBFN using optical phase shifters for all tunable components](image)

**3.6 Beam steering sensitivity**

Since all tuning elements of the OBFN are based on the OPSs, the beam angle of the beam former can be expressed in terms of the additional optical phase shifts of the OPSs. It will be further explained in Chapter 5 that the OPSs in the OBFN are realized by means of resistor-based heaters, and the phase shift of an OPS is
controlled by the voltage supplied on the heater. Therefore, the beam angle of the beam former can also be expressed in terms of the voltages on the heaters. Knowing the relation between the beam angle and the voltages on the heaters, one can perform the beam steering by properly adjusting the voltages. The sensitivity of the beam steering to the heater voltage change determines the tuning precision of the beam angle, and is therefore an important property of the beam former system using the thermal tuning mechanism. To find out this beam steering sensitivity to the heater voltages, one first has to obtain the relation between the beam angle and the corresponding heater voltages according to the specifications of the antenna and the beam former system. To apprehend how this relation can be derived in an easy way, the simplified model of a $2 \times 1$ beam former system is used here as an example, which is shown in Figure 3.15.

![Figure 3.15: Schematic of a $2 \times 1$ beam former](image)

In this simplified model, the OBFN has only one ORR in the upper channel as the delay element. The ORR has the roundtrip delay $T$ and provides a time delay $\tau_g$ for AE 1 while AE 2 is regarded as the reference AE. Then, based on Eq. (1.4) and Eq. (2.20), the beam angle $\theta$ can be given by

$$\theta = \arcsin\left(\frac{\tau_g - T \cdot c_0}{d}\right) = \arcsin\left(\frac{(\tau - 1) \cdot T \cdot c_0}{d}\right)$$ (3.21)

where $\tau = \frac{\tau_g}{T}$ represents the normalized group delay as explained in Chapter 2. Further, we consider the ORR to have a low roundtrip loss and the effect of the loss on the delay can be neglected for simplicity. In this case the roundtrip transmission coefficient of the ORR equals 1 ($\tau = 1$), and $\tau_p$ can be given from Eq. (2.33) by

$$\tau_p(\kappa) = \frac{1 + \sqrt{1 - \kappa}}{1 - \sqrt{1 - \kappa}}$$ (3.22)

where $\kappa$ is the power coupling coefficient of the MZI-based coupler of the ORR. Now we combine Eq. (3.22) and Eq. (2.16) and assume for simplicity that the MZI-based coupler has perfect 3-dB DCs ($\kappa_{DC} = 0.5$), and there is no phase difference...
between the two arms of the MZI when the phase shift provided by the OPS is zero. Then the relation between \( \tau \) and the additional optical phase shifts \( \varphi \) of the OPS in the MZI can be given by

\[
\tau(\varphi) = \frac{1 + \sqrt{1 - \cos^2(\varphi/2)}}{1 - \sqrt{1 - \cos^2(\varphi/2)}}
\]  (3.23)

The plot of Eq.(3.23) is shown in Figure 3.16.

Since the phase shift \( \varphi \) of the heater-based OPS has a linear relation with the dissipated power \( P \) of the heater [6], the relation between \( \varphi \) and the heater voltage \( V \) can be given by

\[
\varphi = C \cdot P = C \cdot \frac{V^2}{R}
\]  (3.24)

where \( R \) is the resistance of the heater and \( C \) is the factor indicating the conversion efficiency from the dissipated power to the additional optical phase shift of the OPS.

![Figure 3.16](image)

**Figure 3.16:** The relation between \( \tau \) of the ORR and the additional optical phase shifts \( \varphi \) of the OPS

Then by combining Eq. (3.23) and Eq. (3.24), the relation between the ORR delay and the voltage \( V \) is obtained:

\[
\tau(V) = \frac{1 + \sqrt{1 - \cos^2(C \cdot V^2/2R)}}{1 - \sqrt{1 - \cos^2(C \cdot V^2/2R)}}
\]  (3.25)

Next, by combining Eq. (3.21) and Eq. (3.25), the relation between beam angle \( \theta \) and the voltage \( V \) is found:
\[ \theta(V) = \sin^{-1} \left( \frac{1 + \sqrt{1 - \cos^2(CV^2/2R)}}{1 - \sqrt{1 - \cos^2(CV^2/2R)}} - 1 \right) \cdot T \cdot c_0/d \] (3.26)

Now the beam steering sensitivity to the heater voltage can be obtained by taking the derivative of Eq. (3.26) with respect to \( V \):

\[ S(V) = \frac{d\theta(V)}{dV} \] (3.27)

In the above derivation process, several assumptions for the ideal situation are taken to simplify the mathematics, such as no loss, ideal DC, and temperature-independent resistance \( R \). However, the principle of this simplified model is the same as that of the practical case. A numerical example of the estimation of beam steering sensitivity is given below.

**Example 3.9**
Antenna interelement distance: \( d = 1.18 \) cm (Ku-band antenna); 
Beam steering range: \([0, \ldots, 60^\circ]\); Beam former architecture: Figure 3.15; 
Roundtrip delay of the ORR: \( T = 0.07 \) ns; Heater resistance: \( R = 800 \) \( \Omega \); 
Heater conversion factor: \( C = 4\pi \) (to give \( 2\pi \) phase shift when 20 \( V \) is supplied on the heater); Speed of light in vacuum: \( c_0 = 3 \times 10^8 \) m/s.

Then using Eq. (3.26) and Eq. (3.27), \( \theta(V) \) and \( S(V) \) can be calculated, which are plotted in Figure 3.17 (a) and (b). It is shown that the beam steering sensitivity increases with the voltage supplied on the heater. When the beam angle is 60 degree (at 5 \( V \)), the beam steering sensitivity is around 50 degree/\( V \), or equivalently 0.05 degree/mV.

![Graphs showing \( \theta(V) \) and \( S(V) \)](image)

**Figure 3.17:** (a) calculated \( \theta(V) \) and (b) calculated \( S(V) \) of Example 3.9
3.7 Conclusions

Basically an OBFN consists of DEs and combining circuitry. In the single-wavelength scheme, optical coherent combining will be performed in the OBFN, which also requires optical phase shifters for the synchronization of the optical phase between the OBFN channels. Based on the same antenna specifications, several OBFN structures have been compared and the asymmetrical binary-tree structured OBFN requires the least number of ORRs compared to its counterparts for the single-wavelength scheme, resulting in the lowest system complexity, and it can be used for both linear array (1-dimensional) and planar rectangular (2-dimensional) PAAs. The switched scheme or multi-wavelength scheme may further reduce the required number of ORRs in the OBFN. But on the other hand they need additional signal processing circuitry or multiple expensive laser sources, and increase the difficulty of system implementation, especially when the number of OBFN inputs is large. Therefore, these two alternative schemes are only advisable to be used when they can significantly lower the eventual system complexity by reducing the number of ORRs significantly. Moreover, all the tuning elements in the OBFN can be realized by means of optical phase shifters. When the optical phase shifters are made by applying resistor-based heaters on the waveguide, the beam steering of the beam former is achieved by properly adjusting the supplied voltages on the heaters. A formula is derived to estimate the beam steering sensitivity to the voltage change. As a resume, a list of the structural features of different OBFN schemes for linear array antennas is given in Table 3.1.
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**Table 3.1:** Structural features of different OBFN schemes for linear array antenna

<table>
<thead>
<tr>
<th>OBFN scheme for $M$-element linear array antenna ($M = 2^k$)</th>
<th>No. of laser</th>
<th>No. of necessary ORRs $d$: antenna interelement distance $\Delta \theta$: antenna beam scanning range $k$: OBFN stage number $N$: number of DEs $\Delta f_s$: signal bandwidth $c_0$: speed of light in vacuum</th>
<th>Other signal processing modules</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. s. parallel structure</td>
<td>1</td>
<td>$\sum_{m=1}^{M/2} \left\lfloor \frac{\sin(\Delta \theta/2) \cdot (M - m) \cdot \Delta f_s}{c_0} \right\rfloor + 1$</td>
<td>$M - 1$ MZI-combiners; $M - 1$ OPSs.</td>
</tr>
<tr>
<td>S. a. parallel structure</td>
<td>1</td>
<td>$\sum_{m=1}^{M} \left\lfloor \frac{2 \sin(\Delta \theta/2) \cdot (m - 1) \cdot \Delta f_s}{c_0} \right\rfloor + 1$</td>
<td>Additional channel delay differences; $M - 1$ MZI-combiners; $M - 1$ OPSs.</td>
</tr>
<tr>
<td>S. s. binary-tree structure</td>
<td>1</td>
<td>$\sum_{k=1}^{K} \frac{M}{2^k} \left\lfloor \frac{\sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d}{c_0} \right\rfloor + 1$</td>
<td>$M - 1$ MZI-couplers; $M - 1$ OPSs.</td>
</tr>
<tr>
<td>S. a. binary-tree structure</td>
<td>1</td>
<td>$\sum_{k=1}^{K} \frac{M}{2^k} \left\lfloor \frac{2 \sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d}{c_0} \right\rfloor + 1$</td>
<td>Additional channel delay differences; $M - 1$ MZI-combiners; $M - 1$ OPSs.</td>
</tr>
<tr>
<td>S. a. binary-tree structure + switch</td>
<td>1</td>
<td>$\sum_{k=1}^{K} \frac{M}{2^k} \left\lfloor \frac{\sin(\Delta \theta/2) \cdot 2^{k-1} \cdot d \cdot \Delta f_s}{c_0} \right\rfloor + 1$</td>
<td>$M \times M$ switch matrix; $M - 1$ MZI-combiners; $M - 1$ OPSs.</td>
</tr>
<tr>
<td>S. different FSRs</td>
<td>$M$</td>
<td>$\sum_{n=1}^{N} \left\lfloor \frac{2 \sin(\Delta \theta/2) \cdot n \cdot d}{c_0} \right\rfloor + 1$</td>
<td>$M \times 1$ multiplexer</td>
</tr>
</tbody>
</table>
Chapter 4
Advanced signal processing techniques for optical ring resonator-based beam former systems

4.1 Introduction

In the photonic beam former system Electrical/Optical (E/O) conversion and Optical/Electrical (O/E) conversion must be performed before and after the optical beam forming network (OBFN) respectively to convert the signals from antenna element (AE) between electrical and optical domain. These two conversions are implemented by means of optical modulation and detection, respectively. There are several well-known optical modulation and detection techniques available for these operations, such as optical double-sideband and single-sideband modulation; optical direct and balanced detection. In this chapter possible schemes for optical modulation and detection for the optical ring resonator-based (ORR-based) beam former system are described and compared with respect to system complexity and performance. After the comparison, a practical architecture for the beam former system is determined, which involves frequency down-conversion technique, filter-based optical single-sideband suppressed carrier (SSB-SC) modulation, and coherent optical balanced detection. The advantages of using these techniques are explained in the following sections. Then, some practical issues of the beam former system are discussed. At the end of this chapter, the functional design of the FLY and SKY beam former are described, which are both based on the practical architectures.

4.2 Laser source

The laser source is one of the essential components in the optical beam former system. It provides the optical carrier for the modulation of AE signals. For the ORR-based OBFN one important requirement for the laser source is that its spectral bandwidth should be much smaller than the bandwidth of the modulating signals. This requirement is meant to avoid unnecessary spectral broadening after the modulation process. As explained in Chapter 2, when the OBFN is based on ORRs, the OBFN complexity is directly related to the number of ORRs, and for the same delay value the necessary number of ORRs increases with the bandwidth.
requirement. Thus, larger bandwidth of the modulated optical signal will require more ORRs to achieve the same delay, and thus leads to higher OBFN complexity. For practical reasons the OBFN complexity should be kept as small as possible. Therefore, a narrowband laser source is required for the ORR-based beam former system.

For the beam former system using only one laser source, another important reason for using a narrowband laser source is related to the requirement of coherent optical combining which is mentioned in Chapter 3. For coherent optical combining, the laser source needs to generate an optical carrier with its coherence time much larger than the maximum delay difference between the OBFN channels, so that the optical carriers in all OBFN channels keep their phases correlated in the OBFN. The coherence time of the optical carrier is inversely-proportional to the linewidth of the laser source [1]. In this thesis the maximum delay difference under study is in the order of nanosecond, therefore a laser with the linewidth in the order of megahertz will be able to guarantee the sufficient coherence time of the optical carrier. Further explanation about this relation will be given in Section 7.2.1.

4.3 Direct optical modulation

The most straightforward way for E/O conversion is to perform direct optical modulation of a semiconductor laser. However, direct modulation has two significant drawbacks. The first one is that modulating a laser source will cause variations not only in the amplitude but also in the frequency of the optical carrier, due to the frequency chirping effect [2]. Frequency chirping is undesired in the ORR-based beam former system since it also causes spectral broadening. The second drawback of direct modulation is that each AE requires a separate laser source. This would cause optical beat interference (OBI) in the system output due to the incoherent optical combining between the optical carriers provided by different laser sources [3], [4]. The OBI occupies the same frequency band as the signal. As a result, it would not be possible to filter out the OBI, and the output signal of the system would be corrupted. If each laser source works on a different wavelength and the wavelength intervals are much larger than the signal bandwidth, the OBI would not fall into the signal band, but as explained in Chapter 3, the multi-wavelength scheme is not only more costly but also difficult to implement for the PAA with many AEs. Therefore, it is practical to use only one laser source in the beam former system, if the corresponding complexity of the entire system is not a critical issue. As described in Chapter 3, in this case the light generated by the laser source should be split for all OBFN channels, and in each channel the E/O conversion can be achieved by means of external modulation. The external modulation techniques that
could be used for the ORR-based beam former systems will be further explained in the following sections.

### 4.4 Optical DSB modulation and direct optical detection

As explained in the previous section, it is practical to apply external modulation for each beam former channel instead of direct modulation. In this case the most straightforward scheme for E/O and O/E conversion would be to use intensity modulation (IM) and direct detection (DD) [5]. IM can be performed by means of electro-absorption modulators (EAMs) [6] or Mach-Zehnder modulators (MZMs) [7] and DD by using a photodiode [8]. A sketch of this scheme is shown in Figure 4.1.

![Figure 4.1: Photonic beam former system architecture with optical intensity modulation and direct optical detection](image)

In each beam former channel, the intensity of the optical carrier is modulated by the signals from the corresponding AE. Thus, the square-law effect is involved in this process. The square-law effect means that even in case of perfectly linear IM, the optical spectrum of the output signal of the modulator would consist of the optical carrier line and an infinite number of sidebands. This is because when the intensity of a signal is varying at one frequency, the signal field would consist of a component of that frequency and an infinite number of harmonics [9]. For the beam former system MZMs are preferred to the EAMs since MZMs have better performance in linearity. Besides, MZMs are capable to provide chirp-free modulation [8]. The voltage applied to an MZM consists of a bias voltage and a modulating signal $s_n(t)$. The E/O conversion of an MZM is illustrated in Figure 4.2. In the MZM output the number of significant sidebands increases with increasing modulation depth. And increasing the number of significant sidebands means increasing the required OBFN bandwidth since the delay band should cover all significant sidebands to prevent serious linear distortion.
In order to keep the delay bandwidth requirement and the distortion in the OBFN as low as possible, the modulation depth should be such that only the first order sidebands are significant. Correspondingly, the ORR-based delay elements in the OBFN should provide a flat group delay response covering the optical carrier and the two sidebands. This is illustrated in Figure 4.3. The mathematical expression of this double-sideband (DSB) modulated optical signal and the corresponding system output are derived in the following part of this section. Since in this chapter we focus on the comparison of the beam former schemes in their signal spectrum characteristics instead of detailed system performance, some assumptions are used to simplify the derivations.

Imagine an $N$-element PAA receiver system. The received signal of each AE is first amplified by a low-noise amplifier (LNA), resulting in signals $s_n(t)$, $n = 1, 2, ..., N$. When noise, interference, and channel distortion are ignored, these signals can be written as delayed versions of some desired signal $s(t)$, then $s_n(t)$ is given by

$$s_n(t) = s(t - T_n)$$  \hspace{1cm} (4.1)

The delay values $T_n$ depend on the beam angle, geometry of the PAA, and possible differences in the lengths of the transmission lines. The desired signal $s(t)$ is written as a real bandpass signal [10]

$$s(t) = a(t)\cos(2\pi f_{RF} t + \varphi(t))$$  \hspace{1cm} (4.2)

Where $f_{RF}$ is the carrier frequency of the RF signal, $a(t)$ and $\varphi(t)$ are the time-dependent amplitude and phase, respectively.
To reveal the signal spectrum characteristics at different positions in the beam former system, a field description of the laser output is used here for the signal derivations instead of the intensity form. When the unmodulated laser signal has very narrow linewidth (approximated as monochromatic), it can be described by a complex bandpass signal \( E_L \) with constant optical power \( P = |E_L|^2 / 2 = (E_L \cdot E^*_L) / 2 \) and optical frequency \( f_{OF} \), which is given below,

\[
E_L = \sqrt{2P} \exp(j2\pi f_{OF} t)
\]  

(4.3)

Here, the laser intensity noise and phase noise are ignored. After the splitting of laser signal \( E_L \), the portion for each channel enters the corresponding MZM for modulation. Since in this beam former scheme the desired RF signal is recovered from the OBFN output by means of DD whose operation requires the presence of the optical carrier in the modulated optical signal [5], the MZM should keep a significant optical carrier in its output, or in other words, the MZM bias points that results in strong optical carrier suppression (around \( V_{\pi} \) in Figure 4.2) should be avoided. Assume that the bias point and the modulation depth of the MZM are such that second and higher order sidebands are much lower compared to the two first

Figure 4.3: (a) drawing of the modulating signal spectrum; (b) the spectrum of modulated optical signal with desired group delay response.
order sidebands, then the MZM can be modeled as an ideal amplitude modulator [11], which relates its optical output $E_{\text{out}}(t)$ to its optical input $E_{\text{in}}(t)$ by

$$E_{\text{out}}(t) = q_n \left[ 1 + \gamma_n \frac{s_n(t)}{|s_n(t)|_{\text{max}}} \right] E_{\text{in}}(t) \quad (4.4)$$

where $q_n$ is an amplitude coefficient determined by the bias point and insertion loss of the MZM, and $\gamma_n$ is the modulation index ($\gamma_n \ll 1$).

Assume a laser power splitting loss $L_{\text{SP}}$, then the modulated optical signals $E_n(t)$ can be given by

$$E_n(t) = \frac{q_n}{\sqrt{L_{\text{SP}}}} \left[ 1 + \gamma_n \frac{s_n(t)}{|s_n(t)|_{\text{max}}} \right] E_L(t)$$

$$= \frac{2P}{L_{\text{SP}}} \left[ q_n \exp(j2\pi f_{\text{OF}}t) \right.$$

$$\left. + \frac{1}{2} \rho_n a(t - T_n) \cdot \{ \exp(j2\pi[(f_{\text{OF}} + f_{\text{RF}})t - f_{\text{RF}}T_n] + j\varphi(t - T_n)) \right.$$

$$\left. + \exp(j2\pi[(f_{\text{OF}} - f_{\text{RF}})t + f_{\text{RF}}T_n] - j\varphi(t - T_n))] \right] \quad (4.5)$$

where $\rho_n \equiv q_n\gamma_n/|a(t)|_{\text{max}}$.

To know if the desired RF signal can be obtained after DD, the output of the OBFN should first be derived. When optical losses and the ripples of the delay elements are neglected, and coherent combining is performed which gives no combining loss, the transfer function from input $n$ to the output of the OBFN can be written as

$$H_n(f) = \exp\{j\Phi_n(f)\} \quad (4.6)$$

where the desired phase response in the frequency range of interest is given by

$$\Phi_n(f) = \Phi_n(f_{\text{OF}}) - 2\pi \int_{f_{\text{OF}}}^{f} \tau_n(v) \, dv = \Phi_n(f_{\text{OF}}) - 2\pi(f - f_{\text{OF}})\tau_n \quad (4.7)$$

where $\tau_n$ is the generated delay of OBFN channel $n$, which follows $\tau_n > 0$, $\tau_n + T_n = T_{\text{CO}}$, where $T_{\text{CO}}$ is considered to be the common total delay for all beam former channels.

Based on Eq. (4.5) – Eq. (4.7), the optical signal at the output of the OBFN can be written as
$E_{\text{OBFN}}(t) = \frac{2P}{L_{\text{SP}}} \exp(j2\pi f_{\text{RF}}t) \cdot \sum_{n=1}^{N} \exp(j\Phi_n(f_{\text{OF}})) \cdot [q_n + \rho_n a(t) \cos(2\pi f_{\text{RF}}t + \varphi(t))] \tag{4.8}$

where the effect of $T_{\text{CO}}$ on the RF phase is not taken into account since it is the same for all the channels. The corresponding output power can be calculated by

$$P_{\text{OBFN}} = \frac{1}{2} |E_{\text{OBFN}}(t)|^2 = \frac{1}{2} E_{\text{OBFN}} E_{\text{OBFN}}^* \tag{4.9}$$

Obviously, the maximum signal amplitude (power) is achieved when the optical signals are combined in phase, which means besides the delay synchronization of the AE signals, the optical carrier phases $\Phi_n(f_{\text{OF}})$ should all have the same value. After the coherent combining, the O/E conversion is performed by detecting the output power of the OBFN with a single-end photodiode. If the photodiode has a responsively $R_{\text{PD}}$, the output current of the beam former system is given by

$$I_{\text{OUT}}(t) = R_{\text{PD}} P_{\text{OBFN}} = \frac{1}{2} R_{\text{PD}} |E_{\text{OBFN}}(t)|^2 = \frac{R_{\text{PD}} P}{L_{\text{SP}}} [Q_N^2 + \frac{1}{2} P_N^2 a^2(t) + 2Q_N P_N a(t) \cos(2\pi f_{\text{RF}}t + \varphi(t)) + \frac{1}{2} P_N^2 a^2(t) \cos(4\pi f_{\text{RF}}t + 2\varphi(t))] \tag{4.10}$$

where $Q_N \triangleq \sum_{n=1}^{N} q_n$ and $P_N \triangleq \sum_{n=1}^{N} \rho_n$.

Looking in the bracket of Eq. (4.10), it is clear that the output current consists of a DC term (first term), a baseband term (second term), a desired RF term (third term), and a double-frequency term (last term), as illustrated in Figure 4.4.

![Figure 4.4: Drawing of the spectrum of system output current $I_{\text{OUT}}(t)$, in case of DSB optical modulation and single-end direct optical detection.](image-url)
The DC term corresponds to the power of the optical carrier, whereas the desired RF term results from beating between the carrier and the sidebands. The baseband term and double-frequency term result from self-beating and mutual beating of the sidebands, respectively, and therefore have a spectral width which is twice the RF bandwidth. It can be verified that the relative bandwidth of the RF signal must be less than one octave, so that the terms will not spectrally overlap, and the desired term can be selected by means of bandpass filtering.

In this scheme the minimum optical bandwidth required in the OBFN is equal to twice the maximum frequency of the modulating RF signal as shown in Figure 4.3. In case of high-frequency phased array antennas (PAAs), for instance a linear array antenna for 30 GHz Ka-band satellite communication, several disadvantages exist in the corresponding beam former system. First of all, fast modulators and detectors (whose operation bandwidth must be larger than 30 GHz) must be used for the E/O and O/E conversion, which will heavily increase the system cost. Secondly, a very large number of ORRs is needed to meet the bandwidth requirement (> 60 GHz), which will result in an excessively complex OBFN and also immensely complex tuning electronics because of the excessive wiring to all the tuning elements. A numerical calculation showing this disadvantage is given in Example 4.1. Moreover, when the number of ORRs is large, it will be difficult to fit them in a chip with limited area (more details about device realization will be given in Chapter 5).

Example 4.1
Antenna type: linear array
Antenna diameter: $d = 1$ m
Beam scanning range: $\Delta \theta = 60^\circ$
Bandwidth of modulated optical signal: $\Delta f_s = 60$ GHz
Maximum time difference between two most outer AEs:

$$T_{\text{max}} = \frac{d \cdot \sin(\Delta \theta / 2)}{c_0}$$

Based on the Eq. (2.44), the required number of ORR for compensating $T_{\text{max}}$ over $\Delta f_s$ can be estimated by

$$N = \text{Round}(T_{\text{max}} \cdot \Delta f_s) + 1 = \text{Round}\left(\frac{1 \cdot \sin(30^\circ)}{3 \times 10^8} \times 60 \times 10^9\right) + 1 = 101$$

4.5 RF frequency down conversion

As explained in Chapter 2 and 3, the system complexity is related to the bandwidth requirement for the OBFN. To lower this bandwidth requirement means to reduce the bandwidth of the modulated optical signal. One way to achieve this is to apply frequency down conversion (FDC) to an intermediate frequency (IF) range prior to
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E/O conversion [12]. This can be performed by means of mixing the AE signals $s_n(t)$ with a common local oscillator (LO) signal $\cos(2\pi f_{LO}t)$, and low-pass-filtering. Then the resulting signal for every AE is given by

$$s'_n(t) = a(t - T_n)\cos(2\pi f_{IF}(t - T_n) - 2\pi f_{LO}T_n + \varphi(t - T_n))$$

(4.11)

where $f_{IF} = f_{RF} - f_{LO}$ is the new center frequency. Consequently, the sidebands in Figure 4.3 will now be closer to each other. When $f_{IF}$ is made much lower than $f_{RF}$, the total optical bandwidth of the modulated optical signal will be considerably reduced. An additional advantage obtained from FDC is that lower-speed optical modulators and detectors can be used. However, two disadvantages exist in this approach. For one thing, mixing mutually delayed AE signals with a non-delayed oscillator signal results in a phase offset ($\varphi$) that no longer corresponds to the delay offset. In other words, the down-converted signals are no longer delayed versions of one another ($s'_n(t) \neq s'(t - T_n)$). The OBFN output becomes

$$E_{OBFN}(t) = \sqrt{\frac{p}{2L_{spLO}}} \exp(j2\pi f_{OF}t) \cdot \sum_{n=1}^{N} \exp(j\Phi_n(f_{OF})) \cdot \[1 + \rho_n a(t)\cos(2\pi f_{IF}t - 2\pi f_{LO}T_n + \varphi(t))\]$$

(4.12)

As a result, FDC has resulted in IF phase offsets ($2\pi f_{LO}T_n$) after delay equalization, which may result in destructive interference, and hence ruin the correct operation of the PAA. This could be avoided by phase-shifting the individual LO signals by values $2\pi f_{LO}T_n$, but this would complicate the beam forming circuit, as $T_n$ depends on the direction of the incoming beam. A second problem arises when the AE signals are down-converted to an IF range with a relative bandwidth of more than one octave. Direct detection will then make the IF beating term spectrally overlap with the baseband and double-frequency terms, resulting in intermodulation distortion (IMD) as shown in Figure 4.5. One way to cope with this is to keep the modulation index small, so that the baseband and double-frequency terms are small compared to the desired term. However, this lowers the dynamic range of the system.

4.6 Optical SSB-SC modulation

A more effective way to reduce the bandwidth of the modulated optical signal is to remove one of the sidebands and the optical carrier by means of optical single-sideband suppressed-carrier (SSB-SC) modulation, so that only one sideband remains in the optical spectrum [13]. In this case the optical bandwidth equals the
Figure 4.5: The spectrum of the beam former system output in case of frequency down conversion prior to optical DSB modulation, with a relative IF bandwidth larger than one octave.

RF bandwidth, which is the smallest that can be achieved in the sub-bands prior to E/O conversion. Assume that the lower sideband and optical carrier are removed, then based on Eq. (4.5) the mathematical expression of the SSB-SC signal can be written as

\[
E_n(t) = 1 \frac{2P}{L_{SP}} \rho_n a(t - T_n) \cdot 
\exp(j2\pi[(f_{OF} + f_{RF})t - f_{RF}T_n] + j\varphi(t - T_n)) 
\]  

(4.13)

Its spectrum and the corresponding desired group delay response are illustrated in Figure 4.6.

Figure 4.6: Spectrum of optical SSB-SC modulation

With this approach the bandwidth requirement for OBFN is considerably reduced compared to Figure 4.2. Suppose the RF bandwidth is, for example, one tenth the RF carrier frequency, then the resulting optical bandwidth after removing one sideband and optical carrier will be even less than 5 percent of the DSB bandwidth. Obviously, applying SSB-SC modulation can significantly reduce the required number of ORRs for the OBFN and hence reduce the complexity of the beam former...
In case of optical SSB-SC modulation the output of the OBFN can be written as

\[ E_{\text{OBFN}}(t) = \frac{1}{2} \sqrt{\frac{2P}{L_{SP}}} a(t) \cdot \sum_{n=1}^{N} \rho_n \exp(j2\pi(f_{\text{OF}} + f_{\text{RF}})t + j\varphi(t) + j\Phi_n(f_{\text{OF}})) \]  \hspace{1cm} (4.14)

where the common delay \( T_{\text{CO}} \) has once again been omitted.

Optical SSB-SC modulation requires coherent detection, which implies that the unmodulated optical carrier has to be re-inserted prior to optical detection. This can be done by routing one output signal of the splitter after the laser around the OBFN, and then combining it with the output signal of the OBFN \( E_{\text{OBFN}} \) using a coupler. If the same single-ended detection is performed as in the DSB modulation scheme, in the output there will be no double frequency term that comes from the beating between two sidebands, however, there will be again DC and a baseband term along with the desired RF signal due to the re-inserted optical carrier and self-beating of the sideband, and therefore bandpass filtering must be performed to remove them. The output spectrum is shown in Figure 4.7. The advantage of this output signal compared to that from the DSB modulation scheme is that only one beating product at the desired RF frequency results, whereas DSB-modulated signals give two beating products at the desired RF frequency, which are generally not in phase in case of chromatic dispersion, resulting in RF power fading. For this reason, optical SSB modulation has been previously proposed as a means to overcome the bandwidth-limiting effect of chromatic dispersion in single-mode fiber-based Radio-over-fiber (RoF) transmission systems [14] and chirped fiber grating-based optical beam forming system [15]. However, for the beam former system the major advantage of SSB-SC modulation is its bandwidth efficiency, which results in lower requirement on the number of ORRs. The implementation of optical SSB-SC modulation will be further discussed in Section 4.9.

**Figure 4.7:** Drawing of the spectrum of system output current \( I_{\text{out}}(t) \), in case of SSB optical modulation and single-end coherent optical detection.
4.7 Balanced coherent optical detection

To further improve the system, balanced coherent optical detection can be applied to replace the single-ended detection. The corresponding beam former system scheme is shown in Figure 4.8. In this scheme, a balanced detector is placed after the $2 \times 2$ coupler which is used to combine the unmodulated optical carrier and OBFN output, and the two photodiodes detect the optical powers from the two coupler output ports separately ($P_1, P_2$) and then subtract their output currents from each other. When the coupler is assumed lossless and has uniform splitting, and the photodiodes are assumed to have identical responsivities $R_{PD}$, then the output current $I_{OUT}$ of the balanced detector can be given by

$$I_{OUT}(t) = \frac{1}{2} R_{PD} [P_1 - P_2]$$

$$= \frac{1}{2} R_{PD} \left[ \frac{E_{OBFN}(t)}{\sqrt{2}} + \frac{|E_L(t)|}{\sqrt{2L_{SP}}} \right]^2 - \left[ \frac{|E_{OBFN}(t)|}{\sqrt{2L_{SP}}} + \frac{E_L(t)}{\sqrt{2L_{SP}}} \right]^2$$

$$= \frac{j R_{PD}}{2 \sqrt{L_{SP}}} [E^*_{OBFN}(t)E_L(t) - E_{OBFN}(t)E^*_L(t)] \quad (4.15)$$

Insert Eq. (4.14) into Eq. (4.15), and assume that the optical phases $\Phi_n(f_{OF})$ are synchronized to a common value $\Phi$, then the Eq. (4.15) reduces to

$$I_{OUT}(t) = \frac{2 R_{PD} P_{PN}}{L_{SP}} a(t) \sin(2\pi f_{RF} t + \varphi(t) + \Phi) \quad (4.16)$$

Note that the desired RF terms in the two arms of the balanced detector are anti-phase, so that the effect of the subtraction behavior of the balanced detector (see Eq. (4.15)) is that these desired RF terms actually are added up instead of being subtracted from each other, unlike the undesired DC and the double-frequency terms. The spectrum of this $I_{OUT}(t)$ is illustrated in Figure 4.9.

Figure 4.8: Photonic beam former system architecture with optical SSB-SC modulation and balanced coherent optical detection
Obviously, balanced detection cancels the DC and baseband terms in Eq. (4.10), which correspond to the left part of the spectrum in Figure 4.4. The double-frequency term is not there because the optical signal has only one sideband. Therefore only the desired RF term remains. Owing to this absence of baseband and double frequency terms in the output, the beam former system can deal with a relative RF bandwidth of more than one octave, without having the IMD problem as shown in Figure 4.5. An additional advantage of balanced detection is that the effect of optical relative intensity noise (RIN) is significantly reduced owing to the cancelation of DC and baseband terms. Generally, RIN and shot noise [16] are the two kinds of dominant noises in an analog-optical link [17], thus reducing the effect of RIN will surely benefit the signal dynamic range of the system [18]. Therefore, balanced detection is strongly preferred over single-ended detection.

4.8 Combination of FDC and optical SSB-SC modulation

An even more advantageous scheme for the E/O and O/E conversion is to combine FDC, SSB-SC modulation, and balanced coherent optical detection. As explained in the previous sections, FDC before optical modulation lowers the bandwidth requirement on the optical modulators and detector, optical SSB-SC modulation minimizes the OBFN bandwidth requirement, and balanced coherent optical detection avoids IMD and enhances signal dynamic range of the system. Additionally, in this scheme the drawback of the previous FDC scheme is circumvented: the IF phase offsets due to FDC prior to optical modulation can be removed. Since the output signal after the balanced detection contains only one beating product at the desired frequency, its phase is simply determined by the optical phase difference between the modulated optical signals and the re-inserted optical carrier signal. Therefore, IF phase offsets can be canceled by means of simple optical phase shifters in the OBFN channels. Moreover, since in this scheme a relative IF bandwidth of more than one octave will no longer result in the IMD problem as shown in Figure 4.5, the IF range can be further shifted towards the baseband, which even further relaxes the bandwidth requirements on the optical modulators and detector.
4.9 Implementation of optical SSB-SC modulation

To implement optical SSB-SC modulation in the beam former system, two possible approaches are described below:

1) Filter-based approach: this is the most straightforward way to achieve optical SSB-SC modulation, which consists of two steps. In the first step, optical DSB modulation is performed by means of an MZM as described in Section 4.4. Then in the second step, a dedicated optical sideband filter (OSBF) is used to filter out the carrier and one of the sidebands. In this approach the optical carrier can also be suppressed inherently by MZM when the bias close to $V_R$ is used (see Figure 4.2), then the OSBF needs only to filter out one of the sidebands, which will relax the slope requirements on the OSBF characteristic.

2) Approach based on the phase-shift method: this approach is based on the classical SSB generation technique, where two quadrature carriers are modulated by a modulating signal and its Hilbert transform, respectively. Several optical implementations are known, such as using a dual-electrode MZM [19], hybrid amplitude and phase modulation [20], two parallel MZMs [21], and a Sagnac loop with a unidirectional [22] or bidirectional [23] travelling-wave MZM. The double MZM seems to be the only scheme to offer distortion-free SSB-SC modulation, but on the other hand it requires two MZMs per AE.

For our beam former system, the filter-based approach appears to be a practical choice. The OSBFs can be placed directly after the MZMs, but then every AE would require its own OSBF. However, since the OSBF and OBFN are both linear devices, their order can be reversed, so that only one common OSBF is required. A practical OSBF implementation is an MZI with an ORR in one of its arms [24]. This filter architecture provides flattened passbands and broad stopbands, which matches this application. Besides, this filter consists of the same kinds of building blocks as the OBFN (ORRs and MZIs), thus in practice both OBFN and the OSBF can be realized in one chip, which enables the system integration. The system architecture in case of filter-based SSB-SC modulation and balanced coherent detection is shown in Figure 4.10.

4.10 Practical issues

After the discussion in the preceding sections, an advantageous scheme for the E/O and O/E conversion in the photonic beam former system has been achieved. However, there are still some practical issues that have influence on the system
Figure 4.10: Photonic beam former system architecture in case of filter-based SSB-SC modulation and balanced coherent optical detection

functionality and performance, and therefore should be taken into account for the system design. Some major issues are discussed below:

**Polarization matching**

To combine optical signals, inside the OBFN and for carrier reinsertion, the polarizations of the combining optical signals should be kept the same to achieve optimal interference. This requires all the involved optical components to be polarization-maintaining, or else polarization controllers must be used. However, when the complete system is integrated on an optical chip, polarization matching between the optical signals can be well maintained.

**Optical phase stabilization**

As explained before, coherent combining of the optical signals requires optical phase synchronization, and the optical phases of the signals can be controlled by means of optical phase shifters. However, in practice those optical phases will fluctuate, especially when optical fibers are used in the system, resulting in power fluctuation in the system output or fluctuation of the beam direction. This is because the optical phase is very sensitive to the environmental changes in the signal path, such as changes in temperature, vibrations, and mechanical stress. Therefore, some measures are required for the optical phase stabilization in the beam former system.

For one thing, it would be an easy task to achieve optical phase stabilization if all the optical components between the laser and the optical detectors, including modulators, were integrated on a single chip. Otherwise, when optical fibers are used in the system, a shielded setup surrounding the optical components can be used to reduce the external thermal and mechanical disturbances. Furthermore, inside the beam former system a possible solution for optical phase stabilization could be to use a frequency dithering scheme, as proposed within the framework of coherent optical code-division multiple access (OCDMA) techniques [25], but this has the disadvantage that it requires a unique oscillator for each beam former input, which
considerably complicates the feeding circuit. Other than frequency dithering, a feedback loop from the system output back to the control of the OBFN phase synchronizers can also be used to achieve optical phase stabilization. This feedback mechanism could simply be based on maximizing the output signal power. However, this approach may have difficulty in achieving agile phase synchronization when the system has a large number of combining channels so that the relation between the output signal power and all the phase synchronizers is very complicated. Besides, this approach might not result in proper phase-locking when interferers from undesired beam directions are present.

**Imbalances in the optical detector**

In the earlier discussion, the carrier reinsertion coupler and the photodiode pair were assumed to be perfectly balanced, resulting in a theoretical output current Eq. (4.16) that is a perfect mixing product of the optical output signal of the OBFN and the unmodulated laser signal. In practice there will be slight imbalances, so that the individual intensities of those two terms will also appear in the output current. This will result in a residual DC level, residual IMD, and residual RIN. In general DC level will not be a problem, and the residual IMD and RIN will be very small compared to the desired mixing term. Likewise, the MZM will have some imbalance, resulting in residual optical carrier power at the output of the modulator, even when the MZM is biased at its minimum transmission point. This will also result in residual DC level and residual RIN in the output current. It can be shown that this will again be very small, as the carrier output power for commercial push-pull MZMs at the minimum transmission point will be well below 1 percent of the optical input power.

**4.11 Functional design of FLY beam former**

In this section the functional design of the beam former for the previously mentioned FLY project is described. The beam former is based on the advantageous architecture shown in Figure 4.10, including FDC, optical SSB-SC modulation and coherent optical detection.

**System requirements**

As described in Chapter 1, in the FLY project an 8-element linear array antenna is developed to receive signals from digital video broadcasting by satellite (DVB-S). The interelement distance of the FLY antenna is 1.18 cm, and the desired beam scanning range is $[-60^\circ, 60^\circ]$. DVB-S signals operate in the K\textsubscript{u}-band frequency range 10.7-12.75 GHz. After down conversion by low-noise block (LNB) the resulting IF signal for the OBFN is in the frequency range of 950-2150 MHz. Then,
when this signal is modulated on an optical carrier, the bandwidth of an optical sideband is 1.2 GHz and the frequency separation between the optical sidebands is 1.9 GHz. For the OBFN the DEs are required to provide a minimum bandwidth of 1.2 GHz to cover one sideband of the optical signal. The maximum delay ripple should be kept in the order of tens of picoseconds, so that the corresponding phase error in the delayed signals is lower than \( \pi/16 \), and therefore its effect on the antenna pattern is negligible [26], [27]. For the OSBF the bandwidths of the passband and stopband are required to be at least 1.2 GHz and the bandwidth of the transition band is required to be less than 1.9 GHz as shown in Figure 4.11.

![Figure 4.11: Bandwidth requirements for the DEs of OBFN and the OSBF for the FLY beam former system](image)

**Design of OBFN**

The single-wavelength, asymmetrical binary-tree structured OBFN scheme is used for this application because of the advantages for both OBFN complexity and system cost as discussed in Chapter 3. For an 8-element antenna the OBFN is formed by a 3-stage binary tree. Based on Eq. (3.9) and the specifications of FLY antenna, the required maximum delay values for the 3 stages turn out to be 68, 136, and 272 ps, respectively. Then, using the ORR principles described in Section 2.4, it appears that one ORR is needed for each DE in the first and second stage; and two cascaded ORRs for the DE in the third stage in order to fulfill the delay requirements. The corresponding OBFN structure is shown in Figure 4.12. The complete OBFN consists of 8 ORRs, 7 optical combiners, and 7 optical phase synchronizers. In total 31 tuning elements are required in the OBFN. As explained in Chapter 3, 2 × 2 symmetric MZIs are used as the optical combiners in the OBFN. Thus, in practice one output of each combiner is used for the OBFN circuitry and if possible, the other one is made accessible from outside the chip, serving as a test port for checking the functionality of the connected OBFN section.
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Design of OSBF

Besides the bandwidth descriptions of the OSBF given at the beginning of this section, the OSBF is also desired to have a flat passband and a broad stopband suppression. Based on the study on antenna patterns, the side lobes should be 25 dB lower than the main beam to keep the interference signals negligible, which correspondingly requires the OSBF stopband suppression to be at least 25 dB. A preferable OSBF design scheme is to use a structure based on the same building blocks as in the OBFN, so that it would benefit system integration. Eventually, the OSBF structure chosen for this application is an asymmetrical MZI with an ORR in its shorter arm, which is shown in Figure 4.13. This OSBF requires a total of 5 tuning elements.

The roundtrip delay of the ORR $\tau_r$ should be twice as long as the path delay difference of the MZI $\tau_d$ (the corresponding FSR of the filter is $1/\tau_d$). The advantages of such a filter are that it has flattened passbands and broadened stopbands with steep transitions in between, its phase response introduces negligible phase distortion to the signal [28], [29]. Based on the transfer matrix of the MZI given in Eq. (2.15), the transfer matrix of the OSBF can be given by
\[
H_{\text{OSBF}} = \begin{bmatrix}
c_2 & -js_2 \\
-js_2 & c_2
\end{bmatrix} \begin{bmatrix}
H_{\text{ORR}}(z) & 0 \\
0 & \sqrt{r}z^{-1}e^{-j\phi_d}
\end{bmatrix} \begin{bmatrix}
c_1 & -js_1 \\
-js_1 & c_1
\end{bmatrix}
\] (4.17)

where \(H_{\text{ORR}}(z)\) represents the \(z\)-transform of the ORR in the OSBF (see Eq. (2.17)) and \(\sqrt{r}z^{-1}e^{-j\phi_d}\) represents the \(z\)-transform of the longer arm of the MZI in the OSBF: \(r\) is the roundtrip magnitude transmission of the ORR; \(\phi_d\) is the additional phase shift of the MZI. Then, the \(z\)-transform of the OSBF shown in Figure 4.13 is given by

\[
H_{\text{OSBF}}(z) = -\frac{j}{2} \left[ \frac{\sqrt{1-\kappa_r} \sqrt{r}z^{-1}e^{-j\phi_d} + rz^{-2}e^{-j\phi_r} + \sqrt{1-\kappa_r} \sqrt{r}z^{-3}e^{-j\phi_d}}{1 + \sqrt{1-\kappa_r} rz^{-2}e^{-j\phi_r}} \right]
\] (4.18)

where \(\kappa_r\) is the power coupling coefficient of the ORR. Assume such an OSBF is realized with negligible dimensions error and propagation losses (\(r = 1\)), the splitter and combiner of the MZI are realized with perfect 3 dB couplers, and the additional phase shift of the MZI \(\phi_d\) is related to the additional roundtrip phase shift of the ORR \(\phi_r\) by \(\phi_r = 2\phi_d + \pi\), then the power transfer of the OSBF is given by [28]

\[
|H(f)|^2 = \frac{[\sqrt{1-\kappa_r} \cos(3\pi f \tau_d - \frac{3}{2} \phi_d) + \cos(\pi f \tau_d - \frac{1}{2} \phi_d)]^2}{2 - \kappa_r + 2\sqrt{1-\kappa_r} \cos(4\pi f \tau_d - 2\phi_d)}
\] (4.19)

An illustration of one period of this power transfer is given in Figure 4.14. It shows the trade-off between the width and suppression of the stopband. The performance of this filter is independent of the FSR of the filter.

**Figure 4.14:** One period of the ideal power transfer function of the filter.

Now the FSR of the OSBF and the widths of the passband and stopband should be chosen such that one sideband of the modulated optical signal is passed (with sufficiently low passband ripple), and the other sideband is sufficiently suppressed. After calculation, an FSR of 6.7 GHz (FSR of the asymmetric MZI is 6.7 GHz; FSR of the ORR is 3.35 GHz) and \(\kappa_r = 0.78\) are used for the OSBF. The corresponding simulation result is shown in Figure 4.15.
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For the waveguide realization of the OSBF, it is likely that the roundtrip delay of the ORR \( r_r \) is not exactly twice the delay of the longer arm of the MZI \( r_d \) due to a small delay deviation \( r_e \) in one of the delay paths. Figure 4.16 shows two numerical examples of the OSBF power transfer for the case \( r_r/r_d \neq 2 \). The effect of this mismatch between ORR and MZI appear to be that there is an additional periodic modulation on the power transfer of the OSBF in the frequency domain. The frequency period (FP) of this modulation is much larger than the FSR of the OSBF, roughly by a factor equal to the ratio between \( r_d \) and \( r_e \). However, as long as the delay deviation \( r_e \) in the ORR or MZI is not significant (less than 10% of the designed delay value), one can still obtain one FSR where the OSBF power transfer is approximately the same as designed (in the middle of Figure 4.16 (a) and (b)).

Figure 4.15: Theoretical power transfer of the OSBF

Figure 4.16: OSBF power transfers for (a) \( r_r/r_d=2/1.125 \) and (b) \( r_r/r_d=2.125/1 \).
**Design of the optical carrier reinsertion coupler**

The optical carrier reinsertion coupler can be simply achieved by using a tunable $2 \times 2$ symmetric MZI-based coupler as those used in the OBFN. One input is connected to the output of the OSBF, whereas the other input and the two outputs should be accessible from outside of the chip, for optical carrier reinsertion and balanced detection, respectively.

### 4.12 Functional design of SKY beam former

**System requirements**

As described in Chapter 1, the SKY antenna is designed for radio astronomy application. It is a $4 \times 4$ 16-element 2-D PAA. The antenna size is $50 \text{ cm} \times 50 \text{ cm}$ with the interelement distance of $16.67 \text{ cm}$. Since the purpose of the SKY beam former is just to prove the concept of 2-D beam steering by means of the ORR-based OBFN, a small beam scanning range $[-5^\circ, 5^\circ]$ in both XZ and YZ plane is chosen, which leads to low requirement for the number of ORRs in the OBFN. The signal frequency range of this application is $400 \text{ MHz}~1600 \text{ MHz}$. Then, when this signal is modulated on an optical carrier, the bandwidth of one optical sideband is $1.2 \text{ GHz}$ and the frequency separation between the optical sidebands is $0.8 \text{ GHz}$. For the OBFN the DEs are required to provide a minimum bandwidth of $1.2 \text{ GHz}$ to cover one sideband of the optical signal. Based on the same principle as that for the FLY beam former, the maximum delay ripple should be kept in the order of tens of picoseconds, so that the corresponding phase error in the delayed signals is lower than $\pi/16$, and therefore its effect on the antenna pattern is negligible [26], [27]. For the OSBF the bandwidths of the passband and stopband are required to be larger than $1.2 \text{ GHz}$ and the bandwidth of the transition band should be less than $0.8 \text{ GHz}$.

**Design of OBFN**

Similar to the FLY beam former, the single-wavelength, asymmetrical binary-tree structured OBFN scheme is used for the SKY beam former because of the advantages in both OBFN complexity and system cost. The SKY antenna consists of 16 AEs, therefore a $16 \times 1$ OBFN with 4 binary-combining stages is required. The layout of the OBFN and the mapping between the AEs and OBFN inputs are shown in Figure 4.17 (a) and (b), respectively. Figure 4.17 (a) shows that the section on the left-hand side combines the signals for every AE column (dashed boxes), corresponding to beam form in the angle plane parallel to the AE columns. Then, equivalently an AE row (dotted box) results after the column combination, and thus the section on the right-hand side is used to combine the signals of this AE row,
corresponding to beam forming in the angle plane perpendicular to the AE columns. This way, the beam steering of the antenna can be performed in a 2-D manner. One ORR is used in each binary section of stage 1 for the combining in both vertical and horizontal directions, and a cascade of two ORRs are used in each binary section of stage 2 for the combining in both vertical and horizontal directions. The OBFN consists of 20 ORRs, 15 combiners, and 15 phase synchronizers. Correspondingly, 70 tuning elements are required in the OBFN.

Figure 4.17: (a) Layout of 16×1 OBFN for a 4×4 PAA; (b) mapping between AEs and OBFN inputs.
Design of OSBF and optical carrier reinsertion coupler

The OSBF and optical carrier reinsertion coupler of the SKY beam former use the same principle as that for the FLY beam former. However, the SKY OSBF is designed with an FSR of 4 GHz to match the optical signal bandwidth characteristics.

4.13 Conclusions

After comparing different schemes for E/O and O/E conversions, a suitable architecture for photonic beam former systems was determined. This architecture includes FDC, filter-based optical SSB-SC modulation, and balanced coherent optical detection. It significantly relaxes the bandwidth requirements on the optical modulators, detectors, and OBFN. As a consequence, cheaper modulators and detectors with lower speed can be used in the system. For the OBFN lower bandwidth requirement means lower number of necessary ORRs and therefore lower OBFN complexity. Beside the advantage in the bandwidth requirement, this system architecture enhances the signal dynamic range of the beam former and also facilitates the system integration. Based on this architecture, the functional modules of beam former systems for FLY and SKY project are designed.
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Chapter 5

Beam former chip realization

5.1 Introduction

This chapter covers the design and fabrication of a beam former chip, which includes the optical beam forming network (OBFN), optical sideband filter (OSBF), and optical carrier reinsertion coupler for coherent optical detection. The chip is realized in a complementary metal–oxide–semiconductor (CMOS) compatible Low-pressure Chemical vapor deposition (LPCVD) planar waveguide technology (TriPleX™ waveguide technology). First, the design of the elementary building blocks of the chip are described, namely the design of waveguide, power coupler, and tuning element. Next, the mask designs of the FLY and SKY beam former chip are presented. At the end of this chapter, the fabrication processes of the waveguides and heaters, as well as the implementation of the power coupling between fiber and chip are summarized.

5.2 Waveguide design

5.2.1 Design requirements

For the beam former chip realization, several waveguide properties are desired:

• Single mode waveguide
  Due to the fact that different waveguide modes correspond to different propagation speeds, an ORR will introduce multiple delays when there are multiple waveguide modes present. Therefore, the single-waveguide-mode property is required for the beam former chip to make sure that for a certain chip setting an ORR-based delay element provides only one delay to the passing signals.

• Low insertion loss
  The insertion loss of the chip consists of the coupling losses between fiber and waveguide, and the waveguide propagation loss, both of which should be as low as possible in order to maximize the optical power budget of the beam former.

---

4 TriPleX™ waveguide technology is developed and patented by LioniX B.V. The Netherlands. Address: P. O. Box 456, 7500 AL, Enschede, The Netherlands. Phone: +31(0)53 489 3827, Fax: +31(0)53 201 1303, E-mail: info@lionixbv.nl
• Small bend radius
The bend radius of the waveguide should be as small as possible in order to minimize the required chip size. In the meantime, the bend loss (loss due to waveguide bending) should be such that it can be regarded as a negligible contribution to the waveguide propagation loss.

• Large group birefringence
For this beam former application, only transverse electric (TE) polarization is going to be used in order to avoid that TE and the transverse magnetic (TM) polarizations may result in different delays. Large group birefringence of the waveguide guarantees that the undesired coupling from TE to TM polarization, if there is any, is negligible.

5.2.2 Waveguide characteristics
For the beam former chip, silicon dioxide (silica) (SiO$_2$)/silicon nitride (Si$_3$N$_4$) waveguides are used. As the wave-guiding layer, Si$_3$N$_4$ has large refractive index ($n = 1.98$ at 1550 nm) compared to SiO$_2$ ($n = 1.46$ at 1550 nm), enabling very small bend radius and hence compact chips [1]. However, Si$_3$N$_4$ has a major drawback of large internal tensile stress, which limits its layer thickness to less than 350 nm. As a consequence, Si$_3$N$_4$ waveguides are usually designed with stripe geometries, which suffers relatively large PDL due to the poor confinement of TM-polarization. However, by combining Si$_3$N$_4$ layers with layers of SiO$_2$ which has large compressive stress, the total stress of the composite layer stack is significantly reduced. As a result, the thickness of the total stack can be considerably larger than the critical layer thickness of Si$_3$N$_4$ alone [2]. This principle can also be used in the lateral direction, to further reduce the overall stress in the waveguide. This results in three different kinds of standardized single-mode waveguide geometries which could be used for the beam former chips, namely non-symmetrical, A-shaped, and box-shaped geometry (see Figure 5.1). In the latter two, the corresponding waveguide is formed by a shell of Si$_3$N$_4$ filled with and encapsulated by SiO$_2$. The schematics of these waveguide geometries and the corresponding scanning electron microscope (SEM) image of the realized waveguides are shown in Figure 5.1. The measured waveguide characteristics for these three different geometries are published in [3] and [4]. Here, they are given again in Table 5.1.

For the beam former chip, the box shape is preferred because of the fact that it does not have remaining slab waveguides. This avoids crosstalk between waveguide channels. Furthermore, since only TE polarization is required in this application and the coupling from TE to TM polarization should be as low as possible, the rectangular box shape is used for the waveguide geometry of the beam former chip.
Figure 5.1: Schematics of non-symmetrical, A-shaped, and box-shaped waveguide geometries (top) and corresponding SEM image of the realized waveguides (bottom)

Table: 5.1: Measured characteristics of three waveguide geometries at 1550 nm [4]

<table>
<thead>
<tr>
<th></th>
<th>Non-symmetrical(^1)</th>
<th>A-shaped geometry(^1)</th>
<th>Box-shaped geometry(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation loss in case of the best waveguide sample (dB/cm)</td>
<td>0.12</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>Insertion loss without spot size converter (dB)(^3)</td>
<td>8.0</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Polarization dependent loss (dB)(^4)</td>
<td>0.20</td>
<td>0.12</td>
<td>0.38</td>
</tr>
<tr>
<td>Group birefringence</td>
<td>(\approx 1 \times 10^{-1})</td>
<td>(\ll 1 \times 10^{-3})</td>
<td>(\ll 1 \times 10^{-3})</td>
</tr>
<tr>
<td>Minimal bend radius (µm)(^5) @ bend loss 7×10(^{-3}) dB/cm</td>
<td>400</td>
<td>750</td>
<td>500</td>
</tr>
</tbody>
</table>

\(^1\): chip length 3 cm  
\(^2\): chip length 6.25 cm  
\(^3\): here, small core fibers were used (mode field diameter of 3.5 µm)  
\(^4\): it represents the ratio between the maximum and minimum transmission with respect to all possible states of polarization.  
\(^5\): the value 7×10\(^{-3}\) dB/cm is used here for the measurement in order to guarantee that the possible fabrication deviation will not make the bend loss exceed 0.01 dB/cm whose effect is considered to be negligible compared to the average waveguide propagation loss of 0.1 dB/cm.
instead of the square box shape, and additionally different nitride layer thicknesses are used between top/bottom and sidewalls. The cross-section design of this waveguide and the corresponding SEM image of the realized waveguide are shown in Figure 5.2. The designed waveguide characteristics are given in Table 5.2.

![Figure 5.2: Schematics of rectangular box-shaped waveguide geometry for the beam former chip (left) and corresponding SEM image of the realized waveguide (right)](image)

### Table 5.2: Designed waveguide characteristics for beam former chips

<table>
<thead>
<tr>
<th>Waveguide mode</th>
<th>Single mode (TE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation loss (dB/cm)</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Fiber–chip coupling loss per facet (dB)</td>
<td>5</td>
</tr>
<tr>
<td>Bend radius (µm)</td>
<td>700</td>
</tr>
<tr>
<td>Bend loss (dB/cm)</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Effective index</td>
<td>1.48</td>
</tr>
<tr>
<td>Group index</td>
<td>1.51</td>
</tr>
</tbody>
</table>

1 Standard polarization maintaining fiber for 1550 nm is used

### 5.3 Design of FLY and SKY beam former chips

In chip realization, the waveguide geometry shown in Figure 5.2 is used to realize different systematic modules of the beam former chip (OBFN, OSBF, and optical carrier reinsertion coupler). In turn, these systematic modules are constructed out of several common elementary building blocks, such as optical phase shifters (OPS), power couplers, and feedback loops. The final mask layouts of the FLY and SKY beam former chips are determined by the designs of these elementary building blocks.

#### 5.3.1 Design of optical phase shifter

As explained in Chapter 3, optical phase shifters are the basic tuning elements in the beam former system. For the beam former chip, a thermo-optic tuning mechanism is used for the tuning elements [5]. It provides a tuning speed in the order of sub-
millisecond, which is much slower than its electro-optic counterpart [6], however, for beam former application it is fast enough. Besides, it is simple to implement, and it introduces very low extra loss in the waveguide. In comparison, the electro-optic material, such as liquid crystal, introduces higher attenuation [6], and the material discontinuity between the waveguide cladding and liquid crystal would cause light mode profile mismatch due to the difference in refractive index. Consequently, extra loss is introduced. Thermal-optic tuning is performed by means of heaters placed on top of a section of waveguide as shown in Figure 5.3, which is nothing else than a piece of metal with certain resistance. On the FLY and SKY beam former chips, the heaters and leads are made of chromium and gold, respectively. An example of heater circuitry layout is shown in Figure 5.4 (the arrows represent the flow of the heat).

![Figure 5.3: Cross-section of the OPS based on a thermo-optical tuning mechanism](image1)

When a voltage is applied across the length of a heater, the electrical power is dissipated in the form of heat. This heat will cause a local temperature change, which consequently changes the effective index of the waveguide $N_e$. The change of $N_e$ over a section of waveguide will introduce an extra phase shift to the propagating light. It can be proved that this extra phase shift varies linearly with the dissipated power of the heater [7]. Based on simulation results, the heater with length of 2.2 mm, width of 20 μm, and thickness of 69 nm has 800 Ω resistance, and when 20 V is applied to it (0.5 W power dissipation), $2\pi$ extra optical phase shift results, and in the meantime the heater temperature rises to around 100 °C above room temperature, which remains far from the heater-damaging point (around 250 °C above room temperature).
5.3.2 Design of tunable optical power coupler

For the beam former chip tunable $2 \times 2$ symmetric Mach–Zehnder interferometers (MZIs) are used as the power couplers of the ORRs, optical combiners in the OBFN, and the optical carrier reinsertion coupler. As explained in Chapter 2, such an MZI consists of two 3 dB couplers and an OPS section in-between. In practice directional couplers (DCs) are used as the 3 dB-couplers, since DC introduces lower loss than its counterparts such as two-mode and multi-mode interferometers [8] and it is simply formed by two parallel waveguides which can be easily realized with the previously mentioned waveguide technology. Several MZI samples with different DC coupling lengths were measured on the MZI coupling tuning range, and the DC coupling length of 175 $\mu$m results in the largest MZI coupling tuning range $\kappa_{\text{MZI}} = [0,\ldots, 0.97]$. Using Eq. (2.12) the corresponding DC coupling coefficient $\kappa_{\text{DC}}$ can be calculated (assuming the two DCs in the MZI have the same coupling coefficient) to verify the DC design. Based on the measured MZI coupling tuning range, the calculated $\kappa_{\text{DC}}$ for different DC coupling lengths is shown in Figure 5.5. The DC coupling length of 175 $\mu$m is chosen for the beam former chip. Besides, the designed DC has a waveguide gap of 2.5 $\mu$m and a total length (including wave-splitting sections) of approximately 1 mm. Based on this and the dimensions of the OPS heater, the corresponding MZI has a total length of approximately 5 mm.

![Figure 5.5: Calculated $\kappa_{\text{DC}}$ for different DC coupling lengths](image)

5.3.3 Design of ORRs

In order to save chip area, the ORRs are desired to be as small as possible. However, the size of an ORR is limited by the minimum bend radius of the waveguide (700 $\mu$m) and the length of the MZI coupler (5 mm). Therefore, when the area-optimized race-track shape is used for the ORRs, the minimum ORR circumference appears to be 11.2 mm. Using Eq. (2.3), the corresponding FSR of the ORR turns out to be 13.6 GHz around the wavelength of 1550 nm.
5.3.4 Design of OSBFs

For the OSBF, two tunable MZI couplers are used in the asymmetric MZI structure of the entire module. Again using Eq. (2.3), it can be calculated that for 6.7 GHz FSR of the FLY OSBF the length difference between the two MZI arms is 28.9 mm and the circumference of the ORR is 57.8 mm, whereas for 4 GHz FSR of the SKY OSBF the length difference between two MZI arms is 48.4 mm and the circumference of the ORR is 96.8 mm.

5.3.5 Design of chip mask layout

When the designs of the elementary building blocks are finished, the next step is the design of the chip mask layout. In this step the software MaskEngineer\(^5\) is used. A geometrical requirement to the optical waveguide layout is that all branches from the inputs to the OBFN until the output of the OSBF have equal path length and equal optical losses. Although this is not very critical for correct system operation as the channel length can be adjusted in the RF path and the optical loss differences can be compensated by means of the optical combiners as explained in Chapter 3, it does significantly simplify the chip characterization.

To minimize the cost of manufacturing and maximize the manufacturing yield, the number of chips per wafer should be as large as possible. Therefore, the footprint of a chip should be minimized. Another general method used to increase the yield for such a complicated chip is the step-by-step approach: first the designed elementary building blocks are fabricated and characterized, and then the obtained empirical data is used to optimize the entire system design.

The last requirement on the mask design is that the input and output waveguides of the chip have a standard pitch of 250 μm, so that the chips can be pigtailed to commercially available fiber array units (FAUs). For the designed waveguide, polarization maintaining fibers (PMFs) are required for the coupling in order to guarantee the designed TE polarization of light, so that the maximum coupling efficiency can be achieved.

**FLY beam former chip**

A photograph of the fabricated FLY chip and the mask set design are shown in Figure 5.6 (a) and (b), respectively. The chip size is 66.0 mm × 12.8 mm; five of these chips can be accommodated on a 10 cm-diameter silicon wafer. Each chip has

\(^5\) MaskEngineer is a commercial software product of PhoeniX B.V. The Netherlands. Adress: P. O. Box 545, 7500 AM, Enschede, The Netherlands. Phone: +31(0)53 483 6460, Fax : +31(0)53 433 7415, E-mail: info@phoenixbv.com
39 heaters, 8 input waveguides and 10 output waveguides (system output and test ports), and underneath the lower row of bond pads there are some test structures of DCs and waveguides.

The optical waveguide layout was optimized for minimum chip footprint and for minimum optical path length differences and optical loss differences between the branches. The chip footprint was minimized firstly by flipping the rings of the ORRs, as shown in close-up in Figure 5.7, and secondly by folding the ring and MZI branches of the OSBF, as presented in close-up in Figure 5.8. The optical path length differences and optical loss differences between the branches were minimized firstly by making the design of the OBFN as symmetrical as possible. Secondly, the number of straight-to-bend transitions and the total angle of bent parts have been made equal for all channels in the OBFN and for the two pathways in the OSBF (both MZI branches and the ring). In the design process, optical crossing should be avoided as much as possible as they will introduce crosstalk between channels. Waveguide crossings are therefore only allowed between non-essential waveguides. The FLY beam former chip contains three of such waveguide crossings, marked with black circles in Figure 5.8. Additionally, in the center of the OBFN (see Figure 5.7) there are two waveguides that are not essential for the device operation, but could not be lead to the output waveguide section without crossing essential waveguides. Therefore, they are terminated by stray light absorbers, which are formed by a linear taper leading to a very small waveguide width, an 80 degree-angled waveguide end and a metal disc on top in order to attenuate the light leaking away. Because this waveguide-end angle is smaller than 90 degrees, the light that is still present after the stray light absorber will not result in additional interference due to Fabry-Perot resonances of substrate modes at the chip edges.

• SKY beam former chip

The SKY beam former chip is constructed with the same elementary building blocks as the FLY beam former chip, and the chip mask set design is also based on the same method. However, the SKY beam former chip contains 16 channels, 20 ORRs, and an OSBF with larger dimensions. Therefore, larger chip area is required to accommodate all those components, which corresponds to the chip size of 85 mm × 25 mm. With this chip size, only three chips can be accommodated on a 10 cm-diameter silicon wafer. A photo of the fabricated SKY chip and the mask layout of the chip are shown in Figure 5.9 (a) and (b), respectively. The chip has 16 inputs, 10 outputs (system output and test ports), and 79 heaters. Figure 5.10 indicates the waveguide layout of the SKY beam former chip.
Figure 5.6: (a) a photo of the fabricated FLY beam former chip; (b) the overview of the mask set design: 1-OBFN, 2-OSBF, 3-carrier reinsertion coupler.
Figure 5.7: Close-up of the 8x1 OBFN in the FLY beam former chip

Figure 5.8: Close-up of the OSBF in the FLY beam former chip
Figure 5.9: (a) a photo of the fabricated SKY beam former chip; (b) the mask set design of the chip.
Figure 5.10: Waveguide layout of the SKY beam former chip (solid black circle: waveguide crossings, grey disc: stray light absorbers)
Chapter 5

5.4 Chip fabrication

5.4.1 Waveguide fabrication

• LPCVD process
The applied waveguide technology uses the low pressure chemical vapor deposition (LPCVD) process to grow the required waveguide layers [9]. LPCVD is widely used for deposition of silicon oxide, nitride and poly-silicon layers. It enables relatively simple deposition of a layer of the required material, and the relatively slow deposition rate allows for precise control of the layer thickness and material characteristics. LPCVD processes at sub-atmospheric pressures, which tend to reduce unwanted gas-phase reactions and improve layer uniformity across the wafer. The deposition rate of LPCVD is mainly determined by the operation temperature and material. During the deposition process, fresh resource gas keeps filling in the reactor tube for the gas depletion by the reaction, however, the induction of fresh resource gas plays only a subordinate role for deposition rate. LPCVD allows many wafers to be processed at the same time, which can be arranged side by side in the gas flow. Therefore, LPCVD has significant advantage in production cost over other chemical vapor processes (such as plasma enhanced chemical vapor deposition, usually in short PECVD [10]). Besides, simple and reliable operation, uniform thickness of the product, and high reproducibility are also advantages of LPCVD. However, to guarantee a stable deposition process, LPCVD requires an operation temperature higher than 600 °C.

A schematic drawing of an LPCVD oven is shown in Figure 5.11. The base of the device is a quartz tube placed in a spiral heater. The operation steps are briefly described in Table 5.3.

![Figure 5.11: A schematic drawing of LPCVD oven](image-url)
<table>
<thead>
<tr>
<th>Step</th>
<th>Process description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Load reactor tube with an array of wafers placed in a quartz holder.</td>
</tr>
<tr>
<td>2</td>
<td>Evacuate the air in the tube to the pressure of 0.1 Pa and flush the tube with pure nitrogen to remove the remaining oxygen.</td>
</tr>
<tr>
<td>3</td>
<td>Heat up the tube to 800 °C with temperature stability within ±1 °C.</td>
</tr>
<tr>
<td>4</td>
<td>Enter resource gas in the tube. (Regularly, the resource gas consists of reactive gas and gas for dilution, which spread inside the tube and flow on the surfaces of the heated wafers. The operation pressure range is from 10 to 1000 Pa.)</td>
</tr>
</tbody>
</table>

The factors that have influence on the thickness, uniformity and film content of the product are the wafer position, temperature profile in deposition zone, reactor geometry, deposition time, operation pressure, and the quantity and content of resource gases or vapors. In practice, all these factors need to be well controlled to guarantee the quality of the product.

- **Fabrication steps**
  The applied waveguide technology involves one photolithography step only [11], which results in reduction of cost of fabrication and increase of yield. Although the details of the fabrication process are proprietary to LioniX B.V., the process is schematically described and illustrated in Table 5.4 and Figure 5.12, respectively.

![Figure 5.12: Schematics of the chip waveguide fabrication process](image)
Table 5.4: Schematical description of the chip waveguide fabrication process

<table>
<thead>
<tr>
<th>Step</th>
<th>Process description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Apply P-type, single-side polished, 100 mm diameter Si wafer for substrate.</td>
</tr>
<tr>
<td>2</td>
<td>Form 8 µm-thick lower cladding layer by thermal oxidation on Si wafer.</td>
</tr>
<tr>
<td>3</td>
<td>Create the Si₃N₄ bottom of the waveguide outer core with a thickness of 90 nm by LPCVD.</td>
</tr>
<tr>
<td>4</td>
<td>Create SiO₂ layer of 1 µm by means of Tetraethyl orthosilicate (TEOS)-to-SiO₂ chemical conversion.</td>
</tr>
<tr>
<td>5</td>
<td>Perform contact photolithography to obtain image printing of the waveguide layout on top of the SiO₂ layer.</td>
</tr>
<tr>
<td>6</td>
<td>Apply the optimized reactive ion etching (dry etching) process to achieve the SiO₂ inner core of the waveguide.</td>
</tr>
<tr>
<td>7</td>
<td>The dry etching stops at the lower cladding layer. Then the remaining photoresist is removed.</td>
</tr>
<tr>
<td>8</td>
<td>Create the Si₃N₄ top and sidewall of the waveguide outer core with thickness of 90 nm and 40 nm by LPCVD, respectively.</td>
</tr>
<tr>
<td>9</td>
<td>Remove the unneeded Si₃N₄ locally to achieve the box-shaped geometry.</td>
</tr>
<tr>
<td>10</td>
<td>Deposit and passivate the top cladding layer, which has the thickness of ≥ 5 µm. In this step, a combination of TEOS deposition (1 µm) and PECVD SiO₂ (≥ 4 µm) is used to speed up the process. At the end of the fabrication process, the whole layer stack is annealed at 1150 °C to reach its final stable characteristics.</td>
</tr>
</tbody>
</table>

5.4.2 Heater fabrication

After the waveguide fabrication, the heaters of the beam former chip are fabricated by placing chromium and gold on the chip. The heater fabrication process is described and illustrated in Table 5.5 and Figure 5.13, respectively.

Table 5.5: Descriptions of the heater fabrication process for the beam former chip.

<table>
<thead>
<tr>
<th>Step</th>
<th>Process description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coat the chip with a photoresist layer.</td>
</tr>
<tr>
<td>2</td>
<td>Perform lithography according to heater positions.</td>
</tr>
<tr>
<td>3</td>
<td>Create a ~70 nm-thick chromium layer by means of sputtering.</td>
</tr>
<tr>
<td>4</td>
<td>Remove the remaining photoresist together with the chromium on top of it by means of the lift-off process.</td>
</tr>
<tr>
<td>5</td>
<td>Coat the chip with a photoresist layer again.</td>
</tr>
<tr>
<td>6</td>
<td>Perform lithography again with a second mask according to the lead circuitry layout.</td>
</tr>
<tr>
<td>7</td>
<td>Create a 1-2 µm-thick gold layer by means of sputtering.</td>
</tr>
<tr>
<td>8</td>
<td>Remove the remaining photoresist by means of the lift-off process.</td>
</tr>
</tbody>
</table>
Another important issue for the chip realization is the fiber-chip coupling. High efficiency, low cost, and good reliability are required for the coupling implementation. For the beam former chip, the techniques with butt-coupling and active alignment are used.

Active alignment can be regarded as a close-loop control process, in which the system parameters such as coupled light power are monitored and fed back to a controller that adapts the alignment state accordingly [12]. This way, the maximum power coupling can be achieved. Using active alignment means that there is no need for processing steps in the chip fabrication such as the making of on-chip alignment-grooves. This is an advantage for the research on the chip fabrication since the fabrication process itself is not standard and can be changed. Active alignment is applicable for simultaneous alignment of multiple fibers. In this case the fiber array units (FAUs) are required. If the spacing between the fibers matches to the waveguide facets, the alignment of the two outer fibers suffices for aligning the entire fiber array. Furthermore, polarization maintaining fibers (PMFs) are required.

**Figure 5.13:** Illustration of the heater fabrication process for the beam former chip

### 5.5 Coupling between fibers and chip

Another important issue for the chip realization is the fiber-chip coupling. High efficiency, low cost, and good reliability are required for the coupling implementation. For the beam former chip, the techniques with butt-coupling and active alignment are used.

Active alignment can be regarded as a close-loop control process, in which the system parameters such as coupled light power are monitored and fed back to a controller that adapts the alignment state accordingly [12]. This way, the maximum power coupling can be achieved. Using active alignment means that there is no need for processing steps in the chip fabrication such as the making of on-chip alignment-grooves. This is an advantage for the research on the chip fabrication since the fabrication process itself is not standard and can be changed. Active alignment is applicable for simultaneous alignment of multiple fibers. In this case the fiber array units (FAUs) are required. If the spacing between the fibers matches to the waveguide facets, the alignment of the two outer fibers suffices for aligning the entire fiber array. Furthermore, polarization maintaining fibers (PMFs) are required.
due to the polarization-dependency of the waveguide (TE polarization/electrical field in horizontal direction). A scanning electron microscope (SEM) image of PMFs on the dedicated V-groove array is shown in Figure 5.14.

![SEM image of PMFs in a V-groove array](image)

**Figure 5.14:** SEM image of PMFs in a V-groove array for the beam former chip

In our application butt-coupling is more preferable than the other coupling techniques such as prism-coupling and grating-coupling [13] because of the simple implementation and good coupling efficiency, and also the fact that the optical chip can easily be sawn or cleaved and if necessary be polished. After performing the butt-coupling and active alignment, the FAUs (PMFs) are glued to the beam former chip, as shown in Figure 5.15 (the chip is placed on top of a copper base, and its heater bondpads are reached via metal pins). Since there is only a very thin layer of glue between FAUs and the chip, the loss caused by the glue can be neglected. A coupling loss of 5 dB/facet is observed from measurements, which matches the designed value shown in Table 5.2. This large coupling loss is caused by the mismatch in mode field diameter (MFD): the PMF has a modal profile with an MFD of approximately 10 microns, and the fabricated waveguide has an MFD of approximately 3 microns. However, this coupling loss can be significantly lowered by tapering the nitride layers in the waveguide and in that way increasing the modal profile. Then, the corresponding coupling loss is expected to be in the order of 0.5 dB/facet. Although this process is currently being fine tuned at LioniX (with very promising results), the aim of this beam former chip realization is to practically verify the beam former concepts explained in the previous chapters instead of pursuing the best chip performances. Therefore, the waveguide tapering is skipped in the current waveguide fabrication process to avoid possible yield issues. An even better solution for future implementation would be to completely avoid fiber pigtailing and directly integrate the light sources via another packaging technology such as flip chipping of Vertical-Cavity Surface-Emitting Laser (VCSELS) [14], [15].
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Figure 5.15: Picture of the FAUs pigtailed to the beam former chip

5.6 Conclusion

The beam former chip includes OBFN, OSBF, and the optical carrier reinsertion coupler. The applied waveguide technology allows propagation loss less than 0.1 dB/cm and minimum bend radius of 700 μm for bend loss up to $7 \times 10^{-3}$ dB/cm, which benefits the chip quality and compactness. Since the waveguide fabrication is based on LPCVD process and requires only one photolithography step, low fabrication cost and simple implementation are achieved. Thermo-optical tuning mechanism is chosen for the beam former chip, which provides sufficient tuning speed, introduces very low extra loss in the waveguide, and brings no implementation difficulty. Chromium and gold are used for the heaters and leads, respectively. Active alignment and butt-coupling technique are used for the coupling between the chip and fibers, which are easy to implement, independent of waveguide fabrication process, and reliable for achieving maximum power transfer. Moreover, glue is used for the pigtailing of PMF FAUs to the beam former chips, which is characterized by good stability and negligible loss.
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6.1 Introduction

As described in the previous chapter, the beam former chip is controlled thermal-optically, and the chip tuning is performed by means of resistor-based heaters. Therefore, a dedicated heater controller is required for the tuning purpose. In addition to that, a chip temperature control setup is also needed in the system to prevent the deviation of tuning parameters caused by the temperature change of the chip. Beside the hardware for the control system, an automatic tuning algorithm is required to translate the desired beam angle of the antenna into the voltages supplied to the heaters. In this chapter, the control system for the beam former chip is described.

6.2 Heater controller

6.2.1 Design requirements

The heater controller is supposed to supply voltages to all the heaters on the chip at the same time. Therefore, the heater controller must have as many voltage outputs as the heaters, namely 38 outputs for the FLY chip and 79 outputs for the SKY chip (as shown in Chapter 5). To achieve the complete tuning ability of the chip, the maximum output voltage of the heater controller must guarantee that the heaters (optical phase shifters) in the chip can generate additional optical phase shifts in the full tuning range \([0, ..., 2\pi]\) as explained in Chapter 3. In Chapter 5 it is mentioned that the heaters are designed to generate \(2\pi\) additional optical phase shift at 20 V. However, the properties of the fabricated heaters may have small deviations from the designed values. Therefore, the maximum output voltage of the heater controller is set to be 30 V to guarantee that all the heaters can reach their full tuning range. It is explained in Chapter 3 that the beam angle can be expressed as a function of the voltages on the heaters. Therefore, the minimum voltage tuning step of the heater controller determines the minimum beam steering step. Based on Example 3.9 and the antenna specifications described in Chapter 4, it can be deduced that when the minimum voltage tuning step of the heater controller is 10 mV, the required minimum beam steering step of lower than 1 degree can be achieved for both FLY
and SKY antennas. Furthermore, to reduce the chance of over-current damage in the ground line of the heater circuitry, the heater controller should operate in such a way that half of the heaters are supplied with positive voltages and the other half negative voltages. It is preferred that the heater controller is able to operate both independently and together with a PC. Therefore, a microcontroller is needed for the heater controller, which is able to calculate the heater voltages according to the desired beam angle of the PAA and communicate with a PC. Besides, data store-recall ability is also required for the heater controller to save and load fixed heater voltage settings. Table 6.1 gives an overview of the design requirements of the heater controller.

<table>
<thead>
<tr>
<th>No. of outputs</th>
<th>38 outputs for the FLY chip; 79 outputs for SKY chip.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum output voltage</td>
<td>30 V</td>
</tr>
<tr>
<td>Maximum current</td>
<td>37.5 mA (for the designed heater resistance of 800 Ω)</td>
</tr>
<tr>
<td>Maximum power</td>
<td>1.1 W (for the designed heater resistance of 800 Ω)</td>
</tr>
<tr>
<td>Output voltage precision</td>
<td>10 mV</td>
</tr>
<tr>
<td>Output voltage sign</td>
<td>50% outputs supply positive voltages and the other 50% negative</td>
</tr>
<tr>
<td>Operation mode</td>
<td>Mode 1: Self-calculation; Mode 2: PC-calculation</td>
</tr>
</tbody>
</table>

6.2.2 Configuration of the designed heater controller

According to the design requirements described in the last section, a dedicated heater controller was made, the configuration of which is shown in Figure 6.1. The essential components used in this configuration are listed in Table 6.2.

Figure 6.1: System configuration of the heater controller
### Table 6.2: Essential components of the heater controller

<table>
<thead>
<tr>
<th>Components</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microcontroller</td>
<td>NXP LPC2138 with 60 MHz ARM7 core, and 512 kB on-chip Flash memory.</td>
</tr>
<tr>
<td>Digital-analog converter (DAC)</td>
<td>32-channel, 14-bit DAC with output range [0, …, 5 V].</td>
</tr>
<tr>
<td>Operational amplifier (OA)</td>
<td>Boost factor 6; 50% OAs for positive voltage and the other 50% negative</td>
</tr>
<tr>
<td>Serial peripheral interface (SPI)</td>
<td>Allowing data communication between one microcontroller, multiple DACs, and storage memory.</td>
</tr>
<tr>
<td>Ferroelectrical random access memory (FRAM)</td>
<td>Storing and recalling heater tuning settings</td>
</tr>
</tbody>
</table>

### 6.3 Heater voltage calculation

To obtain the correct heater voltages for the desired beam angle of the PAA, the calculation steps listed in Table 6.3 must be conducted. The first step is to calculate the optical parameters ($\kappa's$ and $\phi's$) of the beam former chip. In this step, the optical parameters are found by optimizing the generated delay responses of the ORR-based OBFN with respect to the desired delay responses derived from the beam angle $\theta$ [1], [2]. The desired and generated delay responses can be calculated using the PAA and ORR principles explained in Chapter 1 and 2. The formulas for the optimization process are given in Appendix A. In the second step, the $\kappa's$ and $\phi's$ are translated into the phase shifts of the tuning elements/optical phase shifters (OPSs) explained in Chapter 3. Based on the required phase shifts the corresponding heater voltages can be calculated using the heater principle explained in Chapter 5. However, these calculated heater voltages cannot directly be used. This is because thermal or electrical crosstalk may exist between the heaters due to the possible heat flow in the chip or the imperfection of the heater circuit. Therefore, in Step 3 a dedicated algorithm is used to adjust the heater voltages such that the crosstalk effect can be compensated. This algorithm is given in Appendix B. Furthermore, it is explained in Chapter 4 that the optical phase synchronization is required between the OBFN channels so that the signals of different channels can be combined coherently to achieve the maximum signal output power. Therefore, a dedicated OPS is used in each OBFN channel as the phase synchronizer. However, the optical phases are very sensitive to mechanical disturbances and ambient temperature changes, and therefore may fluctuate undesirably. To deal with this phase fluctuation, a feedback mechanism is used in Step 4 of the calculation process to adapt the corresponding OPSs continuously such that the optical phase fluctuation is corrected and the OBFN.
output power is optimized. The Genetic algorithm and Hill Climbing algorithm are used in this optimization process [3]. A block diagram showing these calculation steps is given in Figure 6.2.

**Table 6.3: Heater voltage calculation steps**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Calculate the optical parameters ($\kappa$'s and $\phi$'s) of the beam former chip according to the desired beam angle of the PAA.</td>
</tr>
<tr>
<td>Step 2</td>
<td>Translate the optical parameters into heater voltages according to the principle of the optical tuning element.</td>
</tr>
<tr>
<td>Step 3</td>
<td>Adjust the heater voltages to compensate the crosstalk between the heaters.</td>
</tr>
<tr>
<td>Step 4</td>
<td>Continuously adapt the heater voltages with a feedback mechanism to overcome the fluctuation of the optical parameters.</td>
</tr>
</tbody>
</table>

![Figure 6.2: Block diagram of heater voltage calculation steps](image)

### 6.4 Chip temperature stabilization

When the voltages are supplied to the heaters, the heat generated by the heaters may cause chip temperature change, which introduces optical phase fluctuation and consequently deviates the optical parameters of the chip. Therefore, a dedicated setup is needed under the chip to stabilize the chip temperature. A schematic of this setup is shown in Figure 6.4. A heat conducting base is placed under the chip with direct contact to the chip bottom side. Peltier elements and a negative temperature coefficient (NTC) resistor are placed under and inside the heat conducting base, respectively, and are connected to a temperature controller. This way, a close loop is formed as shown in Figure 6.4. Furthermore, the Peltier elements are placed on top of a cooling platform which works as the heat sink of the entire setup. The temperature controller receives the temperature feedback from the NTC resistor, and then adjusts the Peltier elements such that the chip temperature keeps stable. When using the heat conducting base with relatively large heat capacity, the chip temperature change is much less sensitive to the heat dissipated by the heaters, and so is the optical phase fluctuation. The relation between the optical phase fluctuation $\Delta \phi$ and chip temperature change $\Delta T$ is given by:
\[
\Delta \varphi = \frac{dn_e}{dT} \cdot \frac{d\varphi}{dn_e} \cdot \Delta T = \frac{\alpha \cdot 2\pi L_R}{\lambda} \Delta T
\]

where \( \alpha = \frac{dn_e}{dT} \) is the sensitivity of the effective index to the chip temperature; \( \frac{d\varphi}{dn_e} = 2\pi \cdot \frac{L_R}{\lambda} \) is the sensitivity of the optical phase shift to the effective index; \( L_R \) is the roundtrip length of the ORR and \( \lambda \) is the wavelength. For the fixed value of total power dissipation, the larger the volume of the heat conducting base is, the smaller the chip temperature fluctuation is, and there the smaller the optical phase fluctuation is. Furthermore, the operation power limit of the Peltier elements must be larger than the maximum total power dissipation of the heaters, in order to guarantee the temperature stabilization. Based on the heater design mentioned in Chapter 5, the maximum power dissipation per heater is 0.5 W. Therefore, the operation power limit of the Peltier elements can be chosen to be 20 W for the FLY chip (38 heaters), and 40 W for the SKY chip (79 heaters).

![Diagram of the chip temperature stabilizing system](image)

**Figure 6.4:** Schematic of the chip temperature stabilizing system

### 6.5 Conclusions

The beam former chip using thermal tuning mechanism requires a heater controller to perform the tuning process. The heat generated by the heaters may change the chip temperature and consequently cause optical parameter fluctuations. To solve this problem, a dedicated chip temperature stabilization setup is used, which consists of a heat conducting base, Peltier elements, a temperature controller, an NTC resistor and a heat sink. Then, when the operation power limit of the Peltier elements are larger than the maximum power dissipation of the heaters on the chip, the temperature of the chip can be kept stable.
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Chapter 7

Chip characterization

7.1 Introduction

Two photonic beam former demonstrators using the realized FLY and SKY beam former chips as the core of the system were constructed at National Aerospace Laboratory (NLR) and Netherlands Institute for Radio Astronomy (Astron), respectively. The demonstrators are based on the practical architecture described in Chapter 4. The purpose of these demonstrators is to verify the concepts described in the previous chapters. Therefore, the corresponding measurements on the demonstrators were performed. This chapter starts with the measurements on the elementary building blocks of the beam former chip. In this part the setup and steps for the chip measurement are first described, and then the measurement results on different components of the FLY and SKY chips, from the elementary building blocks to the system modules, are shown. Next, RF-to-RF measurements on the FLY beam former chip are presented. In this section, the desired functionalities of the photonic beam former system, such as optical sideband suppression, RF-to-RF delay generation, signal coherent combining between different beam former channels, and optical carrier reinsertion, are demonstrated. Finally, an experiment of antenna beam steering using the FLY photonic beam former demonstrator is presented at the end of this chapter.

7.2 Characterization of beam former chip

In this section the measurement setup and the characterization of the beam former chip are described. The chip characterization includes the measurement of the optical loss and the characterization on the components of the chip, such as the measurements of the extinction ratio of the Mach-Zehnder Interferometer (MZI) coupler, the group delay spectrum of the optical beam forming network (OBFN), and the power transfer function of the optical sideband filter (OSBF).

7.2.1 Measurement setup

For the characterization of the beam former chip, the frequency response measurement (power and group delay response) is an essential task. To perform this, a network analyzer (NA) is needed, which provides a single RF frequency signal to
the system under test, and then obtain the response by comparing the corresponding output of the system to the input in both magnitude and phase. In our case the system under test not only includes the beam former chip but also an optical modulator and an optical detector for the E/O and O/E conversion as explained in Chapter 4. In order to obtain the frequency response of the beam former chip, one has first to calibrate the system to the state when the optical modulator and optical detector are directly connected to each other without the chip between them. Then, when the chip is added in the setup, its frequency response can be measured directly.

To obtain the frequency response of a certain part of the chip over the frequency range of interest, one way is to sweep the frequency of the NA signal over that frequency range. However, in this case the measurement frequency range is limited by the overlapping frequency range of the network analyzer, Mach-Zehnder modulator (MZM), and optical detector. In our setup, this overlapping frequency range is limited by the optical detector which works up to 12 GHz. More importantly, for this frequency sweeping approach, optical single sideband (SSB) modulation is required. Otherwise, for optical double sideband (DSB) modulation two sides of the modulated optical signal will experience the chip response at two different frequency positions, respectively, then after optical detection the resulted signal has the contributions from both frequencies, and therefore does not reflect the correct response of the chip. In comparison, optical SSB modulation results in only one sideband, which will experience the chip response at one frequency. However, as explained in Chapter 4, the implementation of optical SSB signal will increase the complexity of the measurement setup.

To achieve a measurement frequency range larger than the maximum frequency range of the measurement system (for example a measurement frequency range as large as the 14 GHz FSR of the beam former chip) and in the meantime to achieve a lower complexity of the measurement setup, the wavelength-sweeping approach can be used instead of the single frequency-sweeping approach. In this case, the signal from the NA is fixed at a certain frequency, and different frequency positions in the required frequency range for the measurement are obtained by changing the wavelength of the optical carrier. When the frequency of the NA signal is much lower (for example 100 times lower) than the frequency range of interest in order to achieve good measurement resolution, optical DSB modulation can be applied to simplify the measurement setup because it requires only an MZM as explained in Chapter 4. Owing to the use of low frequency NA signal (for example, a 50 MHz NA signal can be used for 6.7 GHz measurement bandwidth which is the FSR of the OSBF), the required operation speed of the optical modulator and optical detector is significantly reduced, since there is no longer the need to match the bandwidth of
those devices to the required measurement bandwidth. Figure 7.1 shows the setup for chip measurement, which is based on the wavelength-sweeping approach.

![Measurement setup for beam former chip characterization.](image)

**Figure 7.1:** Measurement setup for beam former chip characterization.

Based on this setup, the RF amplitude and phase responses of the signal channels in the chip can directly be measured, and the group delay response can be obtained by means of the phase-shift method [3]. In the phase-shift method, an RF signal with a certain frequency $f_{RF}$ is applied to the input of the system under test; then the network analyzer measures the phase shift $\Delta \phi_{RF}$ of the RF signal between the output and the input of the system. In order to avoid RF phase ambiguity, the frequency $f_{RF}$ is chosen such that $\Delta \phi_{RF} < 2\pi$ results. Based on the phase shift $\Delta \phi_{RF}$ and the frequency $f_{RF}$, the corresponding group delay $\tau_g$ can be obtained by means of calculation. The corresponding formula for this calculation is given by

$$\tau_g = \frac{\Delta \phi_{RF}}{2\pi f_{RF}} \quad (7.1)$$

Based on Eq. (7.1), the sensitivity of the group delay to the phase shift can be derived, which is given by

$$S_{\tau_g} = \frac{d\tau_g}{d\Delta \phi_{RF}} = \frac{1}{2\pi f_{RF}} \quad (7.2)$$

It can be seen that the sensitivity increases when $f_{RF}$ decreases. This implies that lower $f_{RF}$ will lead to larger noise in the measured delay value for the same level of the phase noise in the measurement system. Therefore, when choosing $f_{RF}$ for the measurement system, Eq. (7.2) should also be taken into account in order to guarantee the measurement accuracy.

In this measurement setup, the optical carrier is generated by an EM4 high-power 14-pin distributed feedback laser: EM253-080-057 with 80 mW maximum output power. The operation wavelength of the laser is in the region around 1550 nm, and
the linewidth of the laser $\Delta \nu$ is 1 MHz. According to [1], [2], the coherence time of the laser $\tau_c$ can be calculated by

$$\tau_c = \frac{1}{\pi \Delta \nu}$$

In our case $\tau_c = 0.32 \times 10^{-6}$ s. Multiplying $\tau_c$ by the speed of light $c_0$ produces the coherence length $L_c = \tau_c \cdot c_0 \approx 100$ m, which is by far longer than the maximum optical path length difference of the beam former system, and hence satisfies the requirement on the laser source as explained in Chapter 4. To achieve wavelength tunability of the laser, the method of changing the injection current is used. An Avanex PowerLog FA-20 MZM is used to modulate the optical carrier, which has an operation bandwidth of 20 GHz. The modulating signal is a 50 MHz single frequency signal generated by an Agilent N5230A PNA-L network analyzer. This frequency is chosen to achieve both the measurement accuracy and easiness as explained in the beginning of this section. Because of the polarization dependency of the waveguide of the chip (explained in Chapter 5), PMF connections are used between the laser output, modulator, and chip input, so that the chip is characterized with the required transverse-electric-polarized light whose polarization lies in the X-axis direction of the waveguide cross-section. As explained in Chapter 5, different parts of the chip can be measured separately by accessing the corresponding input and output ports of the chip. The heater controller is connected to the chip for the tuning operation. At the output of the beam former chip, a $2 \times 2$ 3-dB optical fiber coupler is used to split the output signal into two paths. One fiber output is connected to a Hewlett Packard E8153A optical power meter, and the other is used for RF detection. The RF signal is detected using a 12 GHz-bandwidth Emcore 2860E optical detector with a build-in transimpedance amplifier, and led to the network analyzer for measurement. If the optical signal is too low for detection due to the losses in the chip and the other parts of the optical path (details of optical losses in the beam former chip will be further explained in Section 7.2.7), an erbium-doped fiber amplifier (EDFA) can be used to boost the optical power.

### 7.2.2 Measurement steps

The performance of the beam former chip depends on the correct functioning of its building blocks. When a building block is malfunctioning, the total device will not work either. Therefore, several test chips with the separate building blocks for different parameters were fabricated in the same waveguide technology before the design and fabrication of the beam former chip, so that those building blocks could be individually characterized and the measurement results have been used to optimize the beam former chip. The measurement steps to characterize a chip are listed in Table 7.1.
### Table 7.1: Chip characterization steps

<table>
<thead>
<tr>
<th>Step</th>
<th>Task</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Check the functionality of the components in the measurement setup.</td>
<td>Test if the components provide the required functionality as their datasheets describe and if they have sufficient stability to guarantee accurate measurements.</td>
</tr>
<tr>
<td>2</td>
<td>Check the quality of the in- and out-couple fibers (in case of unpigtailed test chips).</td>
<td>First, measure the output power or spectrum of a single-fiber link. Then, measure the output power or spectrum of the link formed by the in-couple fiber to out-couple fiber, where the centers of two cleaved fibers are aligned and brought into contact. The fibers must be re-cleaved when there is a large difference (&gt; 0.2 dB) with respect to the first measurement.</td>
</tr>
<tr>
<td>3</td>
<td>Measurement of the chip insertion loss.</td>
<td>The chip insertion loss consists of the propagation loss of the waveguide and the coupling losses between fibers and chip.</td>
</tr>
<tr>
<td>4</td>
<td>Measurement of the extinction ratio of the bar-port and cross-port of tunable MZI couplers</td>
<td>First check the spectrum of the coupler output. Then, the maximum and minimum bar-port output power of an MZI coupler can be reached by changing the phase difference between the two MZI arms. The cross-port is complementary to the bar-port.</td>
</tr>
<tr>
<td>5</td>
<td>Measurements of the group delay of the ORRs.</td>
<td>The group delay responses of the OBFN channels can be obtained by means of the phase-shift method.</td>
</tr>
<tr>
<td>6</td>
<td>Measurement of the power transfer of the OSBF.</td>
<td>The power transfer of the OSBF can be obtained by performing wavelength step measurement with optical power meter [1].</td>
</tr>
</tbody>
</table>

#### 7.2.3 Measurement of the insertion loss of the chip

The insertion loss is an important criterion for the performance of the chip, the value of it determines the usability of the realized chip. To measure the insertion loss accurately, all the MZI couplers in the measured waveguide channel should be tuned such that the loss is minimized. This means the bar-port connections are required for the MZI couplers. This is because when a tunable MZI coupler has two DCs with equal coupling coefficient, the MZI can be tuned to have 100% power transmission via bar-port connection as explained in Section 2.3.2. For instance, the measurement on the FLY beam former chip (the design of which is described in Chapter 4) shows the minimum insertion loss of approximately 12 dB, which is based on a channel including only one MZI coupler (in bar state) in its path. In this case the light is coupled into the top channel of the OBFN which has no ORR as
shown in Figure 5.1, and then after the first MZI coupler, the light is coupled out of the chip via the MZI bar-port output. The chip insertion loss has the contributions of two times the coupling loss between fiber and chip (fiber-chip and chip-fiber coupling loss), and propagation loss in the waveguide. In principle the values of these two kinds of losses can be obtained by measuring the output power of different lengths of the waveguide (cutback method). This must be a straight line in a logarithmic graph where the slope gives the waveguide propagation loss in dB/cm. When this straight line is normalized to the output power of the fiber-to-fiber measurement, the extrapolated value at zero waveguide length gives the total losses of fiber-chip and chip-fiber couplings. For the beam former chip, the values of fiber-chip coupling loss and waveguide channel loss can also be calculated from the loss-delay relation of a ring resonator. This calculation will be further described in Section 7.2.7.

7.2.4 Characterization of the MZI coupler

Since the tuning range of the MZI couplers determines the tuning range of power coupling coefficient $\kappa$ of the ORRs, measurements were carried out on a test waveguide where a tunable MZI coupler was connected via its bar ports (as explained in Chapter 2, the tuning range of $\kappa$ of the ORRs can be calculated from the bar-port power extinction ratio of the MZI). Although not shown here, the spectrum of the MZI coupler output appears to be approximately constant over the 14 GHz measurement bandwidth. This is because the DCs that constitute the MZI couplers can be regarded as frequency-independent devices when the frequency range is in the order of tens of gigahertz. The measured bar-port power extinction ratio of the MZI coupler $\eta$ in dB is approximately 13 dB, corresponding to a minimum power transmission of 0.06. This means that the tuning range of the power coupling coefficient $\kappa$ of the ORRs (tuning range of the cross-port power transmission of the MZI couplers) would be from 0 to 0.94 ($= 1 - 0.06$). Based on Eq. (2.16), one can find out the power coupling coefficient of the DC $\kappa_{DC}$ from the measured value of $\eta$ (in dB). The corresponding equation is given below

\[
\kappa_{DC}(\eta) = \frac{1}{2} (1 \pm 10^{\frac{\eta}{20}})
\]  

(7.4)

In our case $\kappa_{DC} = 0.38$ or 0.62. This is because the DC with coupling coefficient of $\kappa_{DC}$ or $1 - \kappa_{DC}$ results in the same value of $\eta$ as can be seen in Section 2.3.2. Moreover, $\eta$ also indicates the capability of the optical combiners in the chip to compensate the power difference between its two input ports. In this case the optical combiners are capable to compensate power difference up to approximately 13 dB.
7.2.5 Characterization of the ORR-based OBFN

As explained in Chapter 3, the most important function of the OBFN is to synchronize the signals from different AEs by providing proper delays. For the verification of the OBFN delay generation, several test ORRs and OBFNs were realized before the fabrication of the final beam former chip. Those test chips were fabricated using the same waveguide technology and with the same ORR dimensions as the final beam former chip, in order to make sure that the measured ORR performances are repeatable in the final beam former chip.

First, several group delay measurements were performed on one, two, and three cascaded ORRs. The results are shown in Figure 7.2, 7.3, and 7.4, respectively, which demonstrate the tunability of the ORR-based delay elements and the inherent trade-off between the peak delay, bandwidth, and delay ripples. In the case of three cascaded ORRs, flattened group delay responses were achieved with a maximum delay value of approximately 1.3 ns (which corresponds to 39 cm physical distance in air) for a bandwidth of 0.6 GHz and a maximum delay ripple of approximately 50 ps (1.5 cm physical distance in air). The group delay measurements shown in Figure 7.5 demonstrate the “squeezing” method for delay ripple reduction, which is explained in Chapter 2. It is shown that the delay ripples can be reduced at the cost of bandwidth. Figure 7.6 shows a group delay response of the three cascaded ORRs and the corresponding power transfer. It can be seen that the power transfer expressed in dB varies in the same manner as the group delay response, which verifies the loss-delay relation described in Chapter 2: the delay is generated by the structural enhancement of the delay path length in the ORR, and the loss due to the waveguide attenuation is proportional to this delay path length.

Figure 7.2: Measured group delay responses of one ORR for different values of $\kappa_1$
Figure 7.3: Measured group delay responses of two cascaded ORRs for different coupling strengths of the two couplers.

Figure 7.4: Different delay values measured on three cascaded ORRs.
Figure 7.5: Demonstration of the delay ripple reduction of a cascade of three ORRs

Figure 7.6: Demonstration of the loss-delay relation of a cascade of three ORRs
After the measurements on separate ORR-based delay elements, several measurements were performed on an OBFN test chip. The chip contains an $1 \times 8$ asymmetrical binary-tree structured OBFN (which can also be used as $8 \times 1$ OBFN due to device reciprocity). The OBFN is designed with linearly increasing number of ORRs in each stage, which guarantees that the OBFN channels are able to provide linearly increasing delay values for linear PAA applications. The architecture of the OBFN and the corresponding waveguide layout of the chip are shown in Figure 7.7 (a) and (b), respectively.

Figure 7.7: (a) Architecture of the $1 \times 8$ OBFN; (b) the corresponding waveguide layout of the test chip.

Figure 7.8 demonstrates that group delay response at output 8 for the channel with three ORRs (ORR 9, 10, and 12) is the sum of the group delay responses of two individual delay sections: two cascaded ORRs (ORR 9 and 10) and ORR 12. The delay section with two cascaded ORRs was separately measured by using the lower input of coupler 17 and out 7; ORR 12 was accessed from the lower input of coupler
19. Note that, due to the measurement approach, the measured group delay response of each individual delay section contains not only the contributions of ORRs but also the contribution of a certain length of straight waveguide lying between the input and output of the measured channel. Therefore, in Figure 7.8 the peak delay of three ORRs is slightly lower than the sum of the peak delays of the two individual delay sections. To verify the accuracy of the delay measurements on the OBFN channels, a delay setting for three outputs of the OBFN (out 2, 3, and 4) were created, and then the measured group delay responses at the three outputs were compared with the corresponding simulation results, which are shown in Figure 7.9. The comparison shows a good agreement between the measured and simulated group delay values.

**Figure 7.8:** Measured OBFN channel group delay responses at output 4 and the two individual delay sections in the corresponding delay path

**Figure 7.9:** Comparison between measured and simulated group delay responses
Furthermore, a delay setting for the complete OBFN was made by properly tuning the ORRs in each delay section in order to demonstrate the desired OBFN functionality. The achieved delay setting is shown in Figure 7.10, which provides linearly increasing delays for out 1 to out 8 at the same time. The achieved delay responses of 8 channels cover a common delay band. Out 1 is connected to the OBFN channel without ORR, and is considered here as the zero-delay reference.

This delay setting corresponds to the application of an 8-element linear PAA. The result also shows that a delay value of around 1.2 ns (36 cm physical distance in air) can be achieved with 7 cascaded ORRs for a bandwidth of 2.5 GHz and the maximum delay ripple of approximately 0.1 ns (3 cm physical distance in air).

Figure 7.10: A delay setting of the 1 × 8 OBFN in the test chip

7.2.6 Characterization of the OSBF

With the same approach as for the OBFN, an OSBF test chip was fabricated before the final design of the beam former chip. For practical reasons, the test OSBF was designed with a smaller ORR and a corresponding shorter path length difference between the MZI arms than the required ones for FLY and SKY beam former chip (see Chapter 4). Thus, a larger FSR of 40 GHz resulted. Figure 7.11 shows both the measured and simulated OSBF power transfer, and the measurement shows good agreement with the simulation. The measurement proves that this type of filter (MZI + ORR) is able to provide a flat passband and 25 dB stopband suppression for the bandwidth characteristics: -3 dB passband accounts for approximately 50% of the FSR, transition band 7.5%, and stopband 35% at -25 dB.
7.2.7 Characterization of the FLY beam former chip

• **OBFN**

As described in Chapter 4, the FLY beam former chip is designed for an 8-element linear PAA. Therefore, the OBFN is required to provide linearly increasing delays on channel 1 to channel 8 (see Figure 4.14). In order to create proper OBFN delay settings for the beam forming purpose, every channel was first tuned to its minimum delay. Next, the achieved minimum delay was regarded as the zero delay reference of the corresponding channel. As explained in Chapter 3, the common zero-delay plane for the OBFN channels can be achieved by using additional fixed delay offsets in the RF or optical paths. The corresponding delay setting (zero delay for all channels) was regarded as the minimum delay setting. Based on the minimum delay setting, another two delay settings were created, which are shown in Figure 7.12 (a) and (b). These two delay settings provide linearly increasing delays over the optical bandwidth of 1 GHz, which correspond to two different beam angles for the antenna. The delay steps between two neighboring channels for the two settings are approximately 20 ps and 40 ps, respectively, which correspond to physical distances of 0.6 cm and 1.2 cm between two neighboring AEs.
Figure 7.12: Two delay settings of the FLY OBFN with delay step size of (a) 20 ps and (b) 40 ps between the neighboring channels.

As described in Chapter 4, the FLY antenna has an AE spacing of approximately 1.2 cm. If one of these settings is used for the 0 degree beam angle (broadside), the other setting would steer the beam by approximately 30 degree. Note that the achieved bandwidth in the second delay setting in Figure 7.12 is smaller than the designed 1.2 GHz. This is because the achieved tuning range for $\kappa$ of the ORRs is not the desired [0, 1] but a smaller range [0, 0.94] as mentioned in Section 7.2.2, which resulted in a 40 ps increase in the minimum delay of the ORR-based delay elements. Hence, the ORRs needed to provide higher maximum delays than in theory to achieve a desired delay tuning range, which eventually resulted in the smaller delay bandwidths.

- **OSBF**

As described in Section 4.11, the OSBF of the FLY beam former is designed for a FSR of 6.7 GHz. The measured OSBF power transfer is presented in Figure 7.13. The passband, transition band, and stopband have widths of approximately 3 GHz, 1 GHz, and 1.7 GHz, respectively, and the stopband suppression is 25 dB, as desired. However, the measured width of the stopband is slightly smaller than the theoretical width (30% FSR = 2 GHz). This is because the achieved filter parameters have slight deviations from the simulated values. As explained in Section 4.11, the FSR of the ORR should be half of that of the asymmetrical MZI, and correspondingly the roundtrip length of the ORR should be twice the length difference between the two MZI arms. However, in the fabricated chip the ORR and the asymmetrical MZI of the OSBF can have small optical path length deviations. This optical path length deviation can be established from the period of the additional modulation on the OSBF power transfer. The measured OSBF power transfer over 4 nm wavelength range is shown in Figure 7.14 (a), which appears to be periodically modulated. The
period is about 125 GHz, which is roughly 20 times as large as the designed FSR of 6.7 GHz. Using the theory described in Section 4.11, one can conclude that there is an optical path length deviation of the ORR or of the MZI, which is about 5% (1/20) of the designed unit delay length of the OSBF (length difference between two MZI arms). Furthermore, the close-up version of the OSBF power transfer in Figure 7.14 (b) shows that the distance between two neighboring dips (resonances of the ORR) is less than the designed FSR of 6.7 GHz, which means that the roundtrip length of the ORR \( L_R = c_0 / n_g \cdot \Delta f_{FSR} \) is longer than the designed value, according to Eq. (2.9). This is probably because the bends of the ORR cause a small deviation in \( n_g \). As a consequence, the width of the stopband of the OSBF had to be slightly decreased for the desired 25 dB suppression. However, this is not a problem for the system functionality, as the required bandwidth is only 1.2 GHz.

![Figure 7.13: Optimized OSBF power response of FLY chip](image)

![Figure 7.14: (a) OSBF power transfer; (b) close-up version of the OSBF power transfer.](image)
• *Optical losses in the chip*

As mentioned in Section 7.2.1, the waveguide loss of the beam former chip can be estimated by means of the cutback method. However, this method requires destructive measurement on the chip: the waveguide length is adjusted each time by cutting part of the chip off. Alternatively, a non-destructive way to estimate waveguide loss is to use the relation between delay and loss of ORR (which has been explained in Chapter 2). According to this relation, the waveguide loss $P_{L, \text{ch}}$ of the beam former chip can be estimated by

$$P_{L, \text{ch}} = -\frac{\Delta P_{\text{out, ch}} \cdot \eta_{\text{eff}}}{\Delta \tau_{g, \text{ch}} \cdot c_0}$$ (7.5)

where $P_{\text{out, ch}}$ and $\tau_{g, \text{ch}}$ are the measured optical power in dB and group delay at the output of an OBFN channel, respectively. Figure 7.15 shows the measurement results of $P_{\text{out, ch}}$ and $\tau_{g, \text{ch}}$ of an OBFN channel with one ORR in its path. Based on this measurement, the waveguide loss is estimated to be approximately 0.6 dB/cm. Then, by subtracting the total waveguide loss $0.6 \text{ dB/cm} \times 7 \text{ cm} = 4.2 \text{ dB}$ from the measured minimum insertion loss of 12 dB, the total coupling loss is estimated to be roughly 8 dB (4 dB coupling loss per facet).

![Figure 7.14: Measured optical power and group delay at the output of an OBFN channel](image)

Furthermore, the relation between delay and loss also implies that the maximum insertion loss of the chip occurs when the delay elements in the OBFN channel are tuned to their maximum delay setting. For example, if input 8 of the OBFN is tuned to a total maximum delay of 560 ps (which corresponds to roughly 11 cm distance in the chip), the total additional loss contributed by the ORRs is roughly 7 dB. This was verified by measurements. Due to the propagation loss in the waveguide, the passband loss of the OSBF is roughly equal to 2 dB as shown in Figure 7.13.
Therefore, the total optical loss (loss from both OBFN and OSBF) in different channels of the chip, excluding intrinsic splitting and combining losses, can vary from roughly 14 to 21 dB.

To overcome this optical loss, an EDFA was used after the chip output, which boosts the optical power by 20 dB. However, this would certainly not be desirable in a final photonic beam former product, because of the associated additional costs, and also because of the additional noise that would be introduced. However, recent improvement in the waveguide technology has resulted in chips for different purposes with waveguide loss well below 0.1 dB/cm [4], [5], and by effectively tapering the waveguides, the fiber-chip coupling losses to well below 1 dB per facet [5]. Therefore, in the future the beam former chip will have better performance with respect to optical losses. An even better solution is to completely avoid fiber pigtailling and directly integrate light sources and detectors via an integration technology such as flip-chip technology.

Moreover, the optical combiners in this chip are good enough to compensate the loss differences between the combining branches, since for the maximum delay setting, the resulted maximum loss difference between combining branches in this chip is roughly 4 dB (which may occur at the last optical combiner before the OBFN output, shown in Figure 4.14), and the optical combiners are capable to compensate power differences up to approximately 13 dB as described in Section 7.2.4.

7.2.8 Characterization of the SKY beam former chip

• OBFN
Using the same principle as for the FLY chip, first a minimum delay setting was made for the SKY OBFN, and the minimum delay in each channel was regarded as the zero delay reference of that channel. When a common zero-delay plane is achieved for all the channels (the differences between those minimum delays are compensated in the RF signal paths). Next, based on the mapping between the AEs and OBFN inputs shown in Figure 4.19, another OBFN delay setting for demonstrating the beam steering ability of the antenna was created. The measured group delay responses of the OBFN channels are shown in Figure 7.15, where each sub-figure shows the group delay responses for a different column of AEs in the array (see Figure 4.19). For each column of AEs, the corresponding delays increase linearly from the minimum one (thick line) with the step size of approximately 110 ps (3.3 cm physical distance in air) for the delay bandwidth of approximately 1 GHz. This corresponds to the beam steering in the angle plane which is parallel to the AE columns. Furthermore, the minimum delays (thick lines) for AE column 1 to 4 are also tuned to increase linearly with the step size of approximately 110 ps. This
facilitates the beam steering in the angle plane which is perpendicular to the AEcolumns. This way, the 2-D beam steering is achieved.

Figure 7.15: Group delay responses of the SKY OBFN channels for 2-D beam steering; (a) to (d) shows the group delay responses for AE column 1 to 4 (see Figure 4.19), respectively.

• **OSBF**

As described in Section 4.12, the OSBF on the SKY beam former chip is designed for a FSR of 4 GHz. The optimized filter power transfer is presented in Figure 7.16. Using the same principle as for the FLY OSBF, the response is normalized to the response corresponding to the input-output configuration that skips the OSBF in the path. The measured passband, transition band, and stopband have widths of approximately 1.7 GHz at -5 dB, 0.55 GHz, and 1.2 GHz at -27 dB, respectively, and the stopband suppression is 25 dB. Similar to the FLY OSBF, the measured bandwidth characteristics are slightly different from the theory, which is probably because of the deviation in \( n_g \). However, this is not a problem for system functionality since the filter response still satisfies the 1.2 GHz bandwidth requirement.
• Optical losses in the chip
The SKY chip is of the same quality as the FLY chip. However, the waveguide channels on the SKY chip are on average 2 cm longer than those on the FLY chip, thus the corresponding minimum chip insertion loss is roughly 1 dB higher (measured to be approximately 13 dB). Furthermore, the ORR losses and power splitting losses of the SKY chip are slightly higher due to the larger maximum delay requirement and one more signal combining stage in the OBFN. However, the optical loss differences between the channels are still well below 12 dB, and hence can be compensated by the optical combiners in the chip.

7.3 RF-to-RF measurements on the beam former system

After characterizing the chips, a demonstrator of a complete beam former setup was built according to the practical scheme described in Chapter 4. The FLY beam former chip was used as the core of the setup. The laser source, MZMs, and optical detector were the same as used for the chip characterization. The optical connections were made by means of PMF patch cords and PMF splitters. Since the purpose of this setup was not to measure the best achievable system performances but to prove the concepts of beam forming using ORR-based delay elements and optical single-sideband modulated signals, a single optical detector was used in the setup for simplicity, instead of a balanced detector. In this case, the signal-to-noise ratio of the system output would be lower due to the optical intensity noise from the remaining DC component, as explained in Chapter 4.

The phase shift in each optical fiber link of the optical beam former needs to be stabilized in order to enable constructive coherent optical combining in the OBFN.
This requires both mechanical and temperature stabilization of the fiber patch cords and splitters. To achieve this, all the optical components between the laser and beam former chip were placed on top of a metal plate, which was placed inside a custom-made Styrofoam box, together with the optical chip. Eventually this stabilized the optical phases within acceptable limits for a few minutes, which turned out to be sufficient to be able to perform the measurements.

In the following three subsections the desired functionality of the system is demonstrated by presenting measurements of the spectrum of the modulated optical signal, the RF-to-RF phase response from one beam former input to the output, and the RF-to-RF power response when coherently combining four beam former input signals.

### 7.3.1 Sideband suppression

Based on the optimized OSBF power response, a demonstration of sideband filtering and carrier suppression of a modulated optical signal was performed. To match the OSBF bandwidth characteristics as shown in Figure 7.13, an NA signal with a frequency sweeping from 1 to 2 GHz was applied to one of the MZMs. The OSBF response was shifted in frequency such that one sideband of the modulated optical signal fits in the passband and other sideband in the stopband. For this demonstration the optical heterodyning technique was used to measure the optical spectrum [6]. This was performed by combining the chip output with the output signal of a tunable laser (Santec TSL-210), using a 3-dB fiber coupler. The wavelength of the Santec laser was tuned close to the wavelength of the EM 4 laser, so that a part of the spectrum of the detector output is a frequency-shifted version of the RF spectrum of the modulated optical signal, where the frequency shift corresponds to the center frequency of the tunable laser as illustrated in Figure 7.17.

![Figure 7.17: Illustration of optical heterodyning technique](image)
The spectrum was measured by means of an Agilent MXA N9020A signal analyzer, using the ‘Maximum Hold’ option in order to visualize all modulating frequencies while sweeping the modulating signal in the chosen 1 to 2 GHz frequency range. The results are shown in Figure 7.18. The solid line corresponds to the spectrum that was obtained when the OSBF was tuned such that one sideband is suppressed, while the dashed line corresponds to the spectrum that was obtained when the OSBF was turned off (resulting in the spectrum before filtering process). The dotted line is the measured optical power transfer of the OSBF. The results clearly show that the OSBF is able to suppress one sideband of the signal by roughly 25 dB and leave the other sideband unchanged. The peak between two sidebands is a shifted version of the frequency line of the EM 4 laser, which was supposed to be suppressed by the MZM according to the scheme of the beam former system explained in Chapter 4. In this case the laser frequency line remains because the bias of the MZM was shifted away from the desired minimum bias point due to the bias drift of the MZM. The peak between the two sidebands is roughly at 7 GHz, which equals the frequency difference between the two lasers. Furthermore, this peak appears to have a bandwidth of about 200 MHz, which means that the center wavelength of at least one of the lasers is slightly drifting.

Figure 7.18: Measured spectrum of the modulated optical signal with (solid line) and without (dashed line) sideband-filtering. The dotted line is the optical power transfer of the OSBF (also shown in Figure 7.13).

7.3.2 RF-to-RF delay generation

The schematic of the setup for the demonstration of RF-to-RF delay generation of the beam former system is shown in Figure 7.19.
Again, the RF signals sweeping from 1 to 2 GHz were applied to the MZM. One fiber splitter was placed after the laser, with one of its outputs connected to the MZM. The output of the MZM and the second output of the splitter were connected to Input 8 of the OBFN (4 ORRs in the OBFN channel) and the carrier re-insertion circuit, respectively. The output of the chip was amplified by the EDFA and led to the optical detector, which was connected to the network analyzer. Three different delay settings were made on the connected OBFN channel, for 0, 0.40, and 0.63 ns, respectively (based on the zero delay reference). The generated delay band of each delay setting was shifted to cover the lower sideband of the modulated optical signal as shown in Figure 7.20 (a). The OSBF suppressed the upper sideband, as illustrated in Figure 7.18. Signal recovery was performed after the combining between the delayed sideband and the unmodulated optical carrier (coherent optical detection).

Using the network analyzer, the phase difference between the modulating signal and the recovered signal at the detector output was measured as a function of frequency, for the three different channel delay settings. Figure 7.20 (b) shows the corresponding RF-to-RF phase responses (solid lines). The dashed lines are the desired responses for the corresponding delay values. The minimum delay setting was again used as the zero reference. Besides some ripple, the obtained phase responses show a good match to the desired ones: the measured phase error is below $10/\pi$ radians. The periodic variation of the ripples indicates that the ripples are mainly attributed to the undesired Fabry-Perot effect in the setup. The FSR of the ripples is approximately 40 MHz, which corresponds to a Fabry-Perot distance of 2.5 m. This distance matches the length of fibers used in the setup, which means that this undesired Fabry-Perot effect is probably due to the slight reflections between the various fiber connectors in the optical signal path. However, the fiber connections can be removed when the full beam former is integrated on a single chip, including splitters and modulators. In this case, if the Fabry-Perot effect still exists, it will be not significant since the Fabry-Perot distance will be very short in the chip.
Figure 7.20: (a) The created three delay settings for input 8; (b) measured RF-to-RF phase response for one path of the optical beam former, for three different delay settings (solid line). The dashed lines represent the corresponding ideal (linear) phase responses.

7.3.3 Coherent signal combining

The schematic of the setup for the demonstration of coherent signal combining of the beam former system is shown in Figure 7.21. For this demonstration the same NA signal frequency sweeping (1 to 2 GHz) was used. The power of the NA signal was set to 12 dBm. This NA signal was split by means of three -3-dB RF splitters, and applied to the RF inputs of four MZMs. The output of the laser was split for the optical inputs of these four MZMs and the carrier re-insertion circuit of the chip, by means of four -3-dB fiber splitters. The optical outputs of the MZMs were connected to the OBFN Inputs 1, 2, 4, and 8. The modulated optical signals were combined in the OBFN, filtered, combined with the unmodulated optical carrier, detected by means of the optical detector and routed back to the network analyzer. Since it was
expected that after coherent signal combining between the OBFN channels, the power of the detected signal would be much higher than the noise level (the signal power is supposed to have a gain of 6 dB by each time of doubling the number of inputs), the EDFA was not added in the setup. Consequently, four paths can be identified between the output and input of the network analyzer, all of them being partly in the electrical domain and partly in the optical domain. The differences between the lengths of these paths (mainly due to differences in RF cable lengths) were removed by properly tuning the ORR-based delay elements in the OBFN.

**Figure 7.21:** Schematic of the setup for coherent signal combining

Then, the optical phase shifters in the OBFN were tuned such that the maximum output power was achieved after the combining of the delay-synchronized modulated optical signals. The power transfer from the input of the RF splitting network to the output of the beam former was measured as a function of frequency, and is shown by the top line in Figure 7.22. Then, two outputs of the RF splitting network were disconnected from the MZMs and terminated, and the system output was measured again. In this case, the RF signal applied to the two of the inputs of the beam former maintains the same input power level. This measurement was also repeated for the other two inputs, by reconnecting the outputs of the RF splitting network and moving the terminators. The two resulting curves are the two middle ones in Figure 7.22. Finally, the RF signal was applied to the four MZM inputs individually by connecting only one of the outputs of the RF splitting network and terminating the other three. The respective measurement results are shown by the four bottom curves in Figure 7.22.

The measured curve illustrates that there was roughly 6 dB increase in RF power level at the output after each time of doubling the number of RF inputs and correct optical phase tuning. This demonstrates that the RF signals were coherently combined in the beam former. The ripples in the signal response were again caused by Fabry-Perot resonances, as described in the previous section.
Figure 7.22: Measured RF-to-RF power response from the input of the RF splitting network to the output of the optical beamformer, when one, two, or four outputs of the RF splitting network are connected to the beam former inputs.

7.4 Demonstration of antenna beam steering

At the end of this research work, an experiment of antenna beam steering using the photonic beam former demonstrator was performed to demonstrate the concept of antenna control by means of an ORR-based beam former. The FLY Ku-band PAA was used in this experiment [7], which was developed by NLR\(^6\). A picture of the back side of the antenna is shown in Figure 7.23, which actually consists of 8 × 8 stacked Ku-band AEs.

Figure 7.23: A photo of the back side of the FLY Ku-band antenna. The antenna elements in each column are combined using a combiner feed network.

---

\(^6\)National Aerospace Laboratory (NLR). Address: Voorsterweg 31, 8316 PR Marknesse, P.O.Box 153, 8300 AD, Emmeloord, the Netherlands. Telephone: (+31) 527 248444.
However, in order to match the 8-input beam former system, a combiner feed network was used for this antenna. This feed network consists of 8 combiners, each of which combines a column of AE s as shown in Figure 7.23. This way, the $8 \times 8$ array antenna reduces to an 8-element linear array antenna for beam steering in one direction, and hence can be controlled using the 8-input beam forming system (FLY photonic beam former). The measured and simulated radiation patterns of this antenna for a frequency of 11.7 GHz are shown in Figure 7.24 (both the simulation and measurement are performed in NLR).

![Figure 7.24: Simulated and measured antenna patterns of the 8-element FLY Ku-band antenna for frequency of 11.7 GHz, obtained by NLR.](image)

Based on this antenna and the beam former demonstrator, the setup for the beam steering experiment was built, which is shown in Figure 7.25. Photos of this setup in the antenna test chamber of NLR are shown in Figure 7.26. For implementation simplicity, a directional radiator was used to simulate the satellite, which radiates the waves in a fixed direction. The radiator was fed with a 10.7 GHz Ku-band unmodulated carrier. The receive antenna was fixed on a rotatable base in order to achieve different relative angles of the incident waves. For frequency down-conversion, eight Invacom SPV-55SM low noise blocks (LNBs) with 10 GHz local oscillation frequency were connected to the outputs of the eight AE s to convert the received Ku-band signal into the operation frequency band of the beam former (the LNBs are phase-synchronized by means of a 10 MHz reference signal generated by a common oscillator, and the resulting frequency after down-conversion is 700 MHz). Before the MZMs, power control units were used to keep the power of modulating signals at a proper level. For the photonic beam former (FLY chip), the three OBFN delay settings presented in Section 7.2.7 were used (minimum/zero
delay setting and the other two settings shown in Figure 7.12). However, for this experiment, the lengths of the RF paths in the setup were adjusted such that the delay setting with the 20 ps delay step corresponded to the 0 degree beam angle (broadside), then the other two delay settings with 0 and 40 ps delay steps would steer the beam to the two opposite sides of the antenna normal by 30 degree, respectively.

![Figure 7.25: Setup for the antenna beam steering experiment](image)

Figure 7.25: Setup for the antenna beam steering experiment

![Figure 7.26: Photos of setup for the antenna beam steering experiment](image)

(a) directional radiator; (b) FLY Ku-band PAA; (c) beam former and measurement equipments.

Due to an unexpected accident, two channels of the system became inaccessible for the measurements. Therefore, only 6 functioning channels were involved in the final experiment instead of the designed 8 channels. The simulated antenna pattern for 6 active AEs is shown in Figure 7.26. Figure 7.27 shows the spectral measurements of the system output, which were obtained when the 6-element antenna was rotated to make the incident waves change from the antenna main-beam direction to the direction of the first sidelobe. The measured signal magnitudes were approximately -
20 dBm for the main beam, -40 dBm for the null point, and -32 dBm for the first sidelobe. The signal magnitude difference between the main beam and the null point is about 20 dB, which is a bit lower than the simulated result in Figure 7.26. This is because of the slight phase deviations of the AEs in the measurement setup. For each beam angle measurement, the optical phase synchronization in the OBFN was performed manually to guarantee the maximum system output. The measured beam angles for the three OBFN delay settings are shown in Table 7.2. The results show a beam steering effect of 27° when changing from the delay setting for the broadside beam angle to one of the other delay settings. This measured beam steering effect is slightly smaller than the designed 30 degree. This is due to the fact that the delay responses are not ideally flat in the delay band (as shown in Figure 7.12), so that a single frequency RF signal may experience a point in the delay band where the delay step is smaller than the average delay step of the whole delay band. For this setup, the antenna must be rotated for the ‘left side’ and ‘right side’ settings in order to point its main beam to the radiator, and in the mean time the RF cables connected to the antenna must be bended differently to allow this rotation. However, this will not be an issue for a real PAA system, since a real PAA system does not involve mechanical movements. Nevertheless, this experiment successfully demonstrated the ability of the beam former demonstrator to steer the beam of the antenna.

**Figure 7.26:** Simulated antenna pattern for 6 active AEs: (a) main beam in broadside direction; (b) main beam pointing to 30 degree.
Figure 7.27: Screen shots of the system output for different incident wave directions: (a) direction of main beam; (b) direction of first null point; (c) direction of first sidelobe.

Table 7.2: Beam steering measurements for the three different OBFN delay settings shown in section 7.2.7

<table>
<thead>
<tr>
<th>Setting/pattern</th>
<th>Main beam</th>
<th>First null point</th>
<th>First sidelobe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadside</td>
<td>0°</td>
<td>25° / 335°</td>
<td>37° / 323°</td>
</tr>
<tr>
<td>Left side</td>
<td>27°</td>
<td>60° / 4°</td>
<td>72° / 352°</td>
</tr>
<tr>
<td>Right side</td>
<td>333°</td>
<td>358° / 308°</td>
<td>10° / 296°</td>
</tr>
</tbody>
</table>

7.5 Conclusions

The components on both FLY and SKY beam former chips have been proven to function correctly. The minimum insertion losses of these two chips are approximately 12 and 13 dB, respectively, which are still too high for real photonic beam former implementation. However, those losses have a 10 dB contribution from the fiber-chip coupling, which can be significantly reduced when waveguide tapering to the fiber mode profile is performed. The waveguide propagation loss is 0.6 dB/cm, which will be further reduced for the future chips since the recent improvement in the waveguide technology has reached a waveguide loss below 0.1 dB/cm. The DCs for the tunable MZI couplers of the chip have a power coupling ratio deviation of approximately 0.1 from the ideal value of 0.5. This deviation results in slight reduction in the tuning range of the ORR couplers and the OBFN combiners. However, this is not a critical issue for system functionality, because the required tuning range of those devices can still be fulfilled. The current DC coupling ratio allows the OBFN combiners to compensate the power difference up to 12 dB between the two combing branches, which is more than enough for both the FLY and SKY system. The realized ORRs are able to provide continuous tunable delay. For a test channel using 7 ORRs, a delay value of 1.2 ns (36 cm physical distance in air) was achieved for a bandwidth of 2.5 GHz and the maximum delay ripple of 0.1 ns. Furthermore, linearly increasing delays on different channels of a test OBFN...
were achieved, which matches the desired OBFN functionality. The power transfer of a test OSBF was also in good match with theory. Due to fabrication errors, the OSBFs on FLY and SKY chip have slight deviations in its ORR roundtrip length and the length difference between the MZI arms; however, the optimized filter responses still fulfill the corresponding system requirements. To demonstrate the beam steering ability of the FLY and SKY beam former chips, several delay settings were created on the corresponding OBFNs. For the FLY antenna, three delay settings were created which provide approximately 0 ps, 20 ps and 40 ps delay steps between the neighboring AEs, respectively. These three delay settings can be used for beam angles of -30, 0, and 30 degree, respectively. For the SKY 2-D array antenna, two delay settings were created which provide approximately 0 ps and 110 ps delay steps between the neighboring AEs, respectively. These two delay settings can be used for beam angles of 0 and 10 degree, respectively, in both vertical and horizontal directions. After the device characterization, the FLY chip was used in a beam former demonstrator. Using this demonstrator, some RF-to-RF measurements were performed, which demonstrate the functionalities of the beam former chip: optical sideband suppression, RF-to-RF delay generation, and coherent signal combining. Last but not least, an experiment of antenna beam steering was performed on the FLY beam former demonstrator at NLR, and three optically controlled beam angles of -27, 0, and 27 degree were achieved. Finally, the measurements and demonstrations presented in this chapter verify the device functionalities, and prove the concept of PAA control using ORR-based beam former system.
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Chapter 8
Conclusions and future directions

8.1 Conclusions

In this thesis a photonic beam former concept has been discussed that enables squint-free, continuous steering of broadband receive PAAs. It employs filter-based optical SSB-SC modulation, optical ring resonator (ORR)-based broadband time delay, coherent optical combining, and coherent optical detection. This photonic beam former concept provides the advantages of large instantaneous bandwidth, continuous tunability of the PAA reception angle, immunity to electromagnetic interference, reduced system complexity, enhanced signal dynamic range, and potential for integration as a compact, light-weight device.

The core of the beam former is an ORR-based optical beam forming network (OBFN) where the signals received from different antenna elements are synchronized using the delay lines formed by individual or cascade of ORRs, and subsequently combined using a signal combining circuitry. A single ORR is able to generate a delay which is even higher than its unit delay. By changing the power coupling coefficient of the ORR, the delay value can be tuned continuously. The delay band of an ORR is centered at the resonance frequency, which can be shifted by changing the additional roundtrip phase shift of the ORR. A single ORR provides limited bandwidth. The higher the peak delay at the resonance frequency is, the smaller the bandwidth will be. This is because the group delay response of an ORR is obtained by taking the negative derivative of the corresponding phase response, and therefore the area under the group delay response over one free spectral range is a constant of $2\pi$. This delay functionality is independent of the physical dimensions of the ORR. Bandwidth enhancement can be achieved by using a cascade of multiple ORRs. By properly setting the resonance frequencies and the delay values of the individual ORRs in the cascade, a flattened delay band can be achieved with enhanced bandwidth which is roughly proportional to the number of ORRs. However, delay ripples exist in the generated delay band, which introduces distortion to the signals. To reduce the delay ripples, one can add more ORRs in the cascade or reduce somewhat bandwidth by setting the resonances frequencies of the individual ORRs closer to each other. Therefore, a cascade of multiple ORRs has tradeoffs between delay value, delay ripple, bandwidth, and the number of ORRs. In
practice an ORR introduces loss, and the total loss of the ORR-based delay element increases with the delay value.

In the scope of this thesis, the single-wavelength OBFN scheme is used, where the optical carrier of each channel is the split of the light generated by a CW laser, and therefore coherent signal combining is needed to achieve signal intensification. This requires the coherence time of the laser to be much larger than the largest delay of the OBFN, and also requires additional optical phase shifters in the signal combining circuitry to synchronize the phases of the optical carriers. By each time combining of two channels with equal signal power, the output signal will be intensified by 6 dB. After comparing several possible OBFN architectures, it appears that the asymmetrical binary-tree structured OBFN requires the least number of ORRs resulting in the lowest system complexity, and it can be used for both linear arrays (1-dimensional) and planar (2-dimensional) PAAs.

Apart from the OBFN the E/O and O/E conversions are also required for the photonic beam former. A practical architecture for the entire beam former system has been found, which includes frequency down-conversion (FDC), optical sideband filter (OSBF)-based SSB-SC modulation, optical carrier reinsertion and balanced coherent optical detection. The FDC significantly relaxes the bandwidth requirements on the optical modulators; the SSB-SC modulation relaxes the bandwidth requirements on the OBFN and detectors; the use of coherent optical detection enhances the signal dynamic range of the beam former. Further, this system architecture also facilitates the system integration, since the OBFN, OSBF, and optical carrier reinsertion circuitry can be realized using a few common optical components, which can be integrated in one chip. Beam former chips including the above three modules have been realized in TriPlex™ planar waveguide technology, which is based on a CMOS-compatible LPCVD process featured by low loss and low cost. Thermo-optical tuning mechanism is used for the chip, which provides sufficient tuning speed, introduces negligible additional loss in the waveguide, and brings no difficulty in implementation. However, in this case an additional temperature control setup must be used to stabilize the chip temperature during the tuning process.

The feasibility of the proposed beam former concept has been demonstrated by means of the measurements on the fabricated beam former chips, and on the experimental beam former setup including the electro-optical and opto-electrical conversions outside the chip. The beam former chips are designed for the wavelength of 1550 nm. The minimum insertion loss of the chips is approximately 12 dB. The components on both FLY and SKY beam former chips prove to function correctly. The realized ORRs are able to provide continuous tunable delays. A set of
linearly increasing delays on different channels of a test OBFN are achieved, which matches the desired OBFN functionality. For a test channel using 7 ORRs, a delay value of 1.2 ns (36 cm physical distance in air) is achieved for a bandwidth of 2.5 GHz and the maximum delay ripple of 0.1 ns. A test OSBF was tuned to its optimized response, which is also in perfect match with theory. Three delay settings with 0 ps, 20 ps and 40 ps delay steps between the neighboring channels are created on the FLY beam former chip, which corresponds to the theoretical beam angles of -30, 0, and 30 degree, respectively. Likewise, two delay settings with 0 ps and 110 ps delay steps between the neighboring channels are created on the SKY beam former chip, which corresponds to the theoretical beam angles of 0 and 10 degree, respectively. Further, the FLY beam former chip was implemented in a complete beam former system (the beam former demonstrator built at NLR\(^7\)). With this setup, some RF-to-RF measurements were performed, which demonstrate the functionalities of the beam former chip: optical sideband suppression, RF-to-RF delay generation, and coherent combining. Finally, an experiment of antenna beam steering was performed on the FLY beam former demonstrator using the three delay settings mentioned above, and three optically controlled beam angles of -27, 0, and 27 degree are successfully obtained. The presented measurements and demonstrations verify the device functionalities, and prove the concept of PAA control using ORR-based beam former system.

To upscale the beam former, one possible way is to use a beam former chip allowing more inputs. Thanks to the binary-tree combining structure, a beam former chip with doubled number of inputs can be easily designed by simply extending the binary tree with one more stage. Another way to upscale the beam former is to use multiple beam former chips and possibly multiple lasers and detectors. In this case the entire PAA is first divided into multiple sub-PAAs, each of which is processed by an individual beam former chip. Then, the outputs of those beam former chips are further processed by another or more beam former chips until the signals received from all antenna elements are combined together. Here, a multi-wavelength OBFN scheme can be used. However, this subject is outside the focus of this thesis.

**8.2 Future directions**

*Photonic beam former using multiple wavelength*

This thesis focuses on the photonic beam formers using a single wavelength. In the single wavelength case, one beam direction is formed at a time. This facilitates only

\(^7\) National Aerospace Laboratory (NLR). Address: Voorsterweg 31, 8316 PR Marknesse, P.O.Box 153, 8300 AD, Emmeloord, the Netherlands. Telephone: (+31) 527 248444.
the RF communication between two points. However, a photonic beam former has also the ability to work with multiple wavelengths simultaneously, where each wavelength can result in a different beam direction. In this case the directions of the beams are mutually related because all the wavelengths are processed using the same OBFN. Therefore the independent tuning of each wavelength is not achievable. Nevertheless, such a multi-beam system facilitates the RF systems where the communication between one and multiple points is required simultaneously. Moreover, as mentioned in Chapter 3, the photonic beam former using multiple wavelengths may reduce the OBFN complexity. Therefore, the photonic beam former using multiple wavelengths can be an interesting subject for further study in the future.

**Entire photonic beam former in one single chip**

It is expected that in the future an entire photonic beam former can be integrated in one single chip. So far, the photonic beam former has only the OBFN and OSBF integrated in a chip. The other optical components in the system, such as the laser, optical modulators, and optical detector, are all individually packaged devices and are interconnected using optical fibers. For those packaged optical devices packaging accounts for a large part of the device cost. Therefore, when the entire photonic beam former is integrated in one single chip, the total system cost will be significantly reduced. Moreover, the integration will not only reduce the physical dimensions of the beam former, but also increase its robustness to mechanical and thermal disturbances since the use of optical fibers is omitted. For this integration, the vertical-cavity-surface-emitting-laser and flip-chip techniques can be used for the light source, and hybrid integration techniques can be used to join different optical components together.

**Electrical tuning mechanism**

The current beam former chip is designed with the thermo-optical tuning mechanism. In this case the system power consumption may become an issue when the beam former system requires a large number of tuning elements (heaters). Besides, a powerful cooling platform must be used to prevent the chip temperature fluctuations. As mentioned in Chapter 5, the electro-optical tuning mechanism may also be used for the beam former chip. In this case, the optical parameters are controlled by the electrical fields supplied on the tuning elements, which do not influence the chip temperature. Electro-optical tuning mechanism also allows much higher tuning speed than the thermal tuning mechanism. However, adding electro-optical material in the beam former chip may cause higher waveguide propagation
loss. Therefore, the feasibility of using electro-optical tuning mechanism for the beam former chip still needs to be further studied.
Appendix A

Optical parameter optimization

As explained in Chapter 2 and 3, when the beam angle and antenna specifications are given, the desired group delay response of each OBFN channel $\hat{\tau}(\omega)$ or the corresponding phase response $\hat{\phi}(\omega)$ are determined ($\hat{\tau}(\omega)$ is the first order derivative of $\hat{\phi}(\omega)$). Then, the parameters of the tuning elements in the optical chip, $\phi'$s and $\kappa'$s, should be optimized such that the real responses generated by the ORRs, $\tau(\omega)$ or $\varphi(\omega)$, approximate the desired responses. For the optimization process, first the desired and real responses are sampled at $K$ equally spaced frequency points over one FSR, then three optimization criteria can be used, namely delay criterion, phase criterion, and power criterion [1].

Delay criterion

The delay criterion is to optimize the system by means of minimizing the delay error of the system. The delay error of the system $\mu_d$ is calculated by means of the Riemann sum of the squared delay error functions, which is given by

$$\mu_d = \sqrt{\sum_{k=1}^{K} [\tau(k) - \hat{\tau}(k)]^2}$$

(A.1)

Then $\mu_d$ can be minimized by Root Mean Square Error (RMSE) approach [2].

Phase criterion

In this case the system is optimized by minimizing the phase error of the system. The phase of the system is the integral of the corresponding delay. The phase error $\mu_p$ is also calculated by means of the Riemann sum of the squared phase error functions, which is given by:

$$\mu_p = \sqrt{\sum_{k=1}^{K} [\phi(k) - \hat{\phi}(k)]^2} = \sqrt{\sum_{k=1}^{K} [\sum_{n=1}^{N} 2\pi f_s (\tau(n) - \hat{\tau}(n))]^2}$$

(A.2)

where $f_s$ is the sampling frequency. Then $\mu_p$ can be minimized by RMSE approach.

Power criterion

This criterion maximizes the total output power of the system and evaluates the performance of the $M$-channel OBFN. The power error $\mu_{pow}$ is calculated by the following equation
where $m$ indicates the channel number and the first $M$ in the bracket represents the desired amplitude summation of all $M$ channels. Here, the amplitude tapering is ignored. Therefore, the desired amplitude of each channel is equal and is considered to have unity value in order to simplify the equation. It is easy to recognize the part of the phase error in this formula, which is given in Eq. (A.2). But this time the complex exponentials of the phase errors of all channels are summed up, and its absolute value represents the actual amplitude summation of all the channels. Then the power error $\mu_{\text{pow}}$ can be minimized by MMSE approach.

Comparing these three criteria, the delay criterion is most straightforward and easiest for calculation. However the delay error does not play a direct role in the system output power. It is the absolute value of the sum of the channel phase vectors that determines the output power. Moreover, as far as the antenna pattern is concerned, the rise of side lobes which determines the normalized residual null level (output signal level for an undesired direction) does not directly depend on the delay error but on the phase error [3], [4]. Therefore, by using the phase criterion, the negative effect of antenna side lobes can be minimized. Even so, the phase criterion still cannot guarantee the maximum output power of the desired signal. Theoretically, the power criterion leads to the best system performance. However, the optimization process requires a non-linear programming (NLP) solving method, such as semi-quadratic programming method [5], which increases the calculation workload of the optimization process. Therefore, the selection of proper optimization criterion depends on the requirements on system performance and the calculation workload of the optimization process.


Appendix B

Heater crosstalk compensation

It is explained in Chapter 3 that all the tuning elements in the beam former chip are based on optical phase shifters (OPSs). Therefore, the optical parameters need to be translated to the phase shifts $\varphi$ of the OPSs, and then the heater voltages can be calculated from $\varphi$. In practice the actual phase shift $\varphi_n$ of the OPS $n$ can be expressed by

$$\varphi_n = \varphi_{n_o} + \Delta \varphi_n$$  \hspace{1cm} (B.1)

where $\varphi_{n_o}$ is the initial phase shift of the OPS when no voltage is supplied on the heater, and $\Delta \varphi_n$ is the intentional phase shifts obtained by supplying a certain voltage $V_n$ on the heater. From Eq. (3.24), $\Delta \varphi_n$ can be given by

$$\Delta \varphi_n = C \cdot P_n = S \cdot V_n^2$$  \hspace{1cm} (B.2)

where $S = C/R$ ($R$ is the resistance of the heater and $C$ is the factor indicating the power conversion efficiency). However, when crosstalk exists between the heaters, the intentional phase shift of OPS $n$, $\Delta \theta_n$, depends not only on heater $n$ but also on other heaters. In this case $\Delta \theta_n$ is given by

$$\Delta \varphi_n = S_{n,1} \cdot V_1^2 + S_{n,2} \cdot V_2^2 + \cdots + S_{n,n} \cdot V_n^2 + \cdots + S_{n,N-1} \cdot V_{N-1}^2 + S_{n,N} \cdot V_N^2$$  \hspace{1cm} (B.3)

where $N$ is the total number of heaters, $S_{i,j}$ indicates the influence of heater $j$ on the OPS $i$. Then, based on Eq. (B.3), a voltage-phase relation matrix can be obtained, which is given by

$$\Delta \Phi = \begin{bmatrix} \Delta \varphi_1 \\ \vdots \\ \Delta \varphi_N \end{bmatrix} = \begin{bmatrix} S_{1,1} & S_{1,2} & \cdots & S_{1,N-1} & S_{1,N} \\ S_{2,1} & S_{2,2} & \cdots & S_{2,N-1} & S_{2,N} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ S_{N-1,1} & S_{N-1,2} & \cdots & S_{N-1,N-1} & S_{N-1,N} \\ S_{N,1} & S_{N,2} & \cdots & S_{N,N-1} & S_{N,N} \end{bmatrix} \cdot \begin{bmatrix} V_1^2 \\ \vdots \\ V_N^2 \end{bmatrix} = S \cdot V^2$$  \hspace{1cm} (B.4)

Then, based on Eq. (B.4), the heater voltages with the crosstalk compensation can be calculated by

$$V^2 = S^{-1} \cdot \Delta \Phi = S^{-1} \cdot (\Phi - \Phi_o)$$  \hspace{1cm} (B.5)

Here, $S$ and $\Phi_o$ are the characteristics of the beam former chip, and can be obtained by means of measurement.
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